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Abstract

This paper presents the results of the WASSA
2023 shared task on predicting empathy, emo-
tion, and personality in conversations and reac-
tions to news articles. Participating teams were
given access to a new dataset from Omitaomu
et al. (2022) comprising empathic and emo-
tional reactions to news articles. The dataset
included formal and informal text, self-report
data, and third-party annotations. Specifically,
the dataset contained news articles (where harm
is done to a person, group, or other) and crowd-
sourced essays written in reaction to the article.
After reacting via essays, crowd workers en-
gaged in conversations about the news articles.
Finally, the crowd workers self-reported their
empathic concern and distress, personality (us-
ing the Big Five), and multi-dimensional em-
pathy (via the Interpersonal Reactivity Index).
A third-party annotated both the conversational
turns (for empathy, emotion polarity, and emo-
tion intensity) and essays (for multi-label emo-
tions). Thus, the dataset contained outcomes
(self-reported or third-party annotated) at the
turn level (within conversations) and the es-
say level. Participation was encouraged in five
tracks: (i) predicting turn-level empathy, emo-
tion polarity, and emotion intensity in conversa-
tions, (ii) predicting state empathy and distress
scores, (iii) predicting emotion categories, (iv)
predicting personality, and (v) predicting multi-
dimensional trait empathy. In total, 21 teams
participated in the shared task. We summarize
the methods and resources used by the partici-
pating teams.

1 Introduction

Affect-related phenomena have been widely stud-
ied in the last two decades (Picard, 2000). They
are crucial for social interactions between humans
as they create a bond between the different so-
cial agents (Cassell, 2001), whether humans or
machines. They are also essential to make ma-
chines understand the world and gain common-

sense knowledge, which is essential when tack-
ling complex human-related tasks. Studying the
affective and social phenomena like opinions, emo-
tions, empathy, distress, stances, persuasiveness
(Buechel et al., 2018a; Barriere and Balahur, 2023;
Park et al., 2014b) or speaker traits allows machine
learning practitioners to dramatically improve the
response from automated agents (Pelachaud et al.,
2021; Zhao et al., 2016). Social skills like empa-
thy are essential for human(-agent) communication
(Parmar et al., 2022; Reis et al., 2017). Right now,
it is helpful for as many applications such as an
empathic agent (Rashkin et al., 2019; Zhong et al.,
2020), a way to de-bias a corpus to train a lan-
guage model (Lahnala et al., 2022b), or as a tool to
help human to communicate or to find consensus
(Pérez-Rosas et al., 2017; Sharma et al., 2023; Ar-
gyle et al., 2023). In general, empathic utterances
can be emotional; therefore, examining emotion in
text-based conversations may significantly impact
predicting empathy. Moreover, according to (Lah-
nala et al., 2022a), many studies make an amalgam
between empathy and emotion by poorly defining
the former. Hence, studying emotion and empathy
together can help to remove this bias, even though
more psycho-linguistic work would be welcome.

This paper presents the WASSA 2023 Empathy
Shared Task: Predicting Empathy, Emotion, and
Personality in Conversations and Reaction to News
Articles, which allows studying empathy and emo-
tion in human interactions. Past WASSA shared
tasks were also held on emotion, empathy, distress,
or personality detection in text essays (Tafreshi
et al., 2021; Barriere et al., 2022b). Thus, this
year’s task builds on past shared tasks, with data
very similar to past years, plus a brand new type of
data. We used a new dataset from (Omitaomu et al.,
2022) containing reactions to news article data and
annotations similar to (Buechel et al., 2018b) and
(Tafreshi et al., 2021), including news articles that
express harm to an entity (e.g., individual, group



of people, nature).
The news articles are accompanied by essays

where authors express their empathy and distress
in response to the content. Each essay is annotated
for empathy and distress, and multi-label emotions.
They are also enriched with additional information,
such as the authors’ personality traits, IRI, and de-
mographic details, including age, gender, ethnicity,
income, and education level. The new type of data
introduced in this year’s shared task consists in
the subsequent conversations that the study partic-
ipants had after writing their essays, which were
annotated in perceived emotional polarity and in-
tensity and perceived empathy. For more specific
information, please refer to Section 3 in the paper.

Given this dataset as input, the shared task con-
sists of five tracks (see Section 4 for each tracks’
respective definitions of empathy and emotion):

1. Predicting Perceived Empathy and Emotion in
Conversations (CONV): Teams develop mod-
els to predict several values linked to emotion
and empathy for each speech turn in a tex-
tual conversation. The targets are third-party
assessment of emotional polarity, emotional
intensity, and empathy.

2. Predicting State Empathy (EMP): Teams de-
velop models to predict, for each essay, empa-
thy and distress scores quantified by Batson’s
empathic concern (“feeling for someone”) and
personal distress (“suffering with someone”)
(Batson et al., 1987) scales.1

3. Emotion Label Prediction (EMO): Teams de-
velop models to predict, for each essay, a cat-
egorical emotion tag from the following Ek-
man’s six basic emotions (sadness, joy, dis-
gust, surprise, anger, or fear) (Ekman, 1971),
as well as hope and neutral tag.

4. Personality Prediction (PER): Teams develop
models to predict, for each essay, Big Five
(OCEAN) personality traits (conscientious-
ness, openness, extraversion, agreeableness,
emotional stability; John et al. 1999).

5. Predicting Multi-dimensional Trait Empathy
(IRI): Teams develop models to predict, for
each essay, multi-dimensional empathy (via
the Interpersonal Reactivity Index; Davis,
1980): perspective taking, personal distress,
fantasy, and empathic concern.

1Distress is a self-focused and negative affective state (suf-
fering with someone) while empathy is a warm, tender, and
compassionate state (feeling for someone).

2 Related Work

We provide related work for each track: affect-
related phenomena in interactions (Section 2.1),
emotion predictions (Section 2.2), empathy and
distress (Section 2.3), and personality prediction
(Section 2.4).

2.1 Affective Phenomena in Interactions

Affect-related phenomena in interactions is a field
of study that comprises emotion recognition in
conversations (McKeown et al., 2012; Ma et al.,
2020; Firdaus et al., 2020; Ringeval et al., 2013),
opinion analysis in interactions (Barriere et al.,
2018, 2022a), first impressions assessment (Cafaro
et al., 2017), or personality detection (Mairesse and
Walker, 2006) among many others. The interest
of these approaches is to use the interactional con-
text in order to model the dynamics of the target
phenomena within a conversation (Hazarika et al.,
2018; Majumder et al., 2019; Poria et al., 2019b,a).
Recent works are using speaker-dependent vectors
(Majumder et al., 2019), graph neural networks
to model the interactions (Ghosal et al., 2019),
or dialog-aware attention mechanism (Shen et al.,
2020).

2.2 Emotion Prediction
Emotion classification is the task of predicting
a single- or multi-label emotion classes (Ekman,
1971), or a value in the valence-arousal space,
which has been widely studied in non-verbal lan-
guage (Schuller et al., 2009; McKeown et al., 2012;
Vinciarelli et al., 2008), or even in music (So-
leymani et al., 2013). Emotion classification in
text, more recently, has been studied thoroughly
in terms of modeling, resources, and features as
part of SemEval shared tasks for Affect computing
and emotion classification (Strapparava and Mihal-
cea, 2007; Mohammad and Bravo-Marquez, 2017;
Mohammad et al., 2018; Chatterjee et al., 2019;
Sharma et al., 2020c).

Most emotion prediction models are learned in a
supervised manner with feature engineering or con-
tinuous representation learned through pretrained
language models (Peters et al., 2018; Devlin et al.,
2018a), and now in an unsupervised way using
emerging abilities of large language models (Choi
et al., 2023; Brown et al., 2020). Acheampong et al.
(2020); Murthy and Kumar (2021); Nandwani and
Verma (2021); Acheampong et al. (2021); Ezza-
meli and Mahersia (2023) survey state-of-the-art



emotion detection techniques and resources and
discuss open issues in this area.

2.3 Empathy and Distress
As seen in this shared task, empathy can have vary-
ing definitions: empathic utterances, state empa-
thy (as measured via the Batson scale), and trait
empathy (as measured via the IRI), among others.
Thus, research on empathy in natural language pro-
cessing often uses varying or even under-specified
measures (Lahnala et al., 2022a). Prior work on
modeling text-based empathy focused on the em-
pathic concern, which is to share others’ emotions
in the conversations (Litvak et al., 2016; Fung et al.,
2016). For instance, Xiao et al. (2015, 2016);
Gibson et al. (2016) modeled empathy based on
the ability of a therapist to adapt to the emotions
of their clients; Zhou and Jurgens (2020) quanti-
fied empathy in condolences in social media us-
ing appraisal theory; Sharma et al. (2020b) devel-
oped a model based on fine-tuning contextualized
language models to predict empathy specific to
mental health in text-based platforms. Guda et al.
(2021) additionally utilized demographic informa-
tion (e.g., education, income, age) when fine-tuning
contextualized language modeling for empathy and
distress prediction. While empathy is vital for
human(-agent) communication, some have argued
that empathy is a poor guide for moral decision-
making (Bloom, 2017). To this end, recent work
has shown that language associated with empathy,
when separated from compassion, is more self-
focused and contains negative emotions (Yaden
et al., 2023).

2.4 Personality Prediction
Vora et al. (2020) and Beck and Jackson (2022)
survey and analyze personality prediction mod-
els, theories, and techniques. Ji et al. (2020) re-
view such models specifically to detect suicidal
behavior. Developing personality detection models
range from feature engineering methods (Bharad-
waj et al., 2018; Tadesse et al., 2018) to deep learn-
ing techniques (Yang et al., 2021; Ren et al., 2021;
Lynn et al., 2020). Yang et al. (2021) developed a
transformer-based model to predict users’ personal-
ity based on Myers-Briggs Type Indicator (Myers
et al., 1985, MBTI) personality trait theory given
multiple posts of the user instead of predicting per-
sonality for a single post. Ren et al. (2021) uti-
lized deep learning techniques to develop a multi-
label personality prediction and sentiment analysis

model based on MBTI and Big 5 datasets. Given
the cost and time needed to collect personality sur-
vey responses, Vu et al. (2020) developed methods
to predict out-of-sample survey questions. More
recently, Large Language Models (such as GPT-3)
have been used for zero-shot personality classifica-
tion (Ganesan et al., 2023).

3 Data Collection and Annotation

The source of the data for the shared task is from
Omitaomu et al. (2022). We extend this dataset
with essay-level emotion annotations by the au-
thors. Although the dataset is different from the
data set of Buechel et al. (2018b) used in WASSA
2021 and 2022 shared task (Tafreshi et al., 2021;
Barriere et al., 2022b), it can be considered an
extension. Table Table 1 shows the train, develop-
ment, and test splits. We first briefly present how
the original dataset was collected and annotated in
subsection 3.1. We discuss the additional emotion
annotation in subsection 3.2.

Train Dev Test
People 41 34 65

Conversations 386 114 50
Essays 792 208 100

Speech-Turns 9,176 2,000 1,425

Table 1: Corpus statistics detailing the number of anno-
tations.

3.1 Initial Data Collection and Annotation

Here we provide a brief overview of the data collec-
tion process employed by Omitaomu et al. (2022).
They recruited crowd workers from MTurk.com
and utilized the Qualtrics survey platform and Par-
lAI for data collection. The data collection process
began with an intake phase, during which crowd
workers provided their demographic information
and completed surveys for the Big Five (OCEAN)
personality traits and the Interpersonal Reactivity
Index (IRI). Next, pairs of crowd workers read
news articles. Each pair read one article of the 100
articles. After reading the article, the crowd work-
ers wrote an essay of 300 to 800 characters about
the article they read and rated their empathy and
distress levels using the Batson scale. Then, the
pair of crowd workers engaged in online text con-
versation where they were instructed to talk about
the article for a minimum of 10 turns per person
in training and development sets and 15 turns per
person in the test set.



After the conversations were collected, a new
task was created to collect turn-level annotations
for each conversation. The workers were asked to
rate the empathy, emotional polarity, and emotional
intensity of each turn. Three crowd workers anno-
tated each turn and were given the context of the
previous turns in the conversation.

3.2 External Emotion Annotation

We enriched the dataset by annotating the essays
with multi-label emotion tags. We used the six
Ekman’s emotions to determine whether certain
basic emotions are (Ekman, 1971) more correlated
with empathy and distress. We added another emo-
tion which is hope, as it is fairly present in our
dataset and used in the GoEmotion dataset as a
sub-emotion of Joy, and we wanted to separate
them. With the neutral label, this gave us a total
of 8 label tags. Three of the four coders annotated
each essay using a maximum of two emotion tags
(including neutral), yielding three to six tags for
each essay. We used the LEAP protocol to reach
a higher agreement between the annotators (Lee
et al., 2023). We calculated the inter-annotator
agreement using Krippendorff’s α (Krippendorff,
2013) with the MASI distance (Passonneau, 2006)
that has been proven helpful for multi-label anno-
tations, and obtained 0.40 (0.44 with Jaccard dis-
tance). We computed the ground truth by labeling
all the emotions with at least two tags among the
three to six possible tags. The distribution of the
train and development datasets are shown in Figure
1. The matrix of co-occurrences of the train/dev
sets is shown in Figure 1. Disgust is positively
correlated with two emotions: anger and surprise.
The highest number of co-occurrences between two
emotions is 36, which happens between disgust and
anger. Neutral rarely happens with other emotions.
Sadness is statistically more correlated to Fear and
Hope.

4 Shared Task

We set up all four tracks in CodaLab2. We describe
each task separately in Section 4.1 and then de-
scribe dataset, resources, and evaluation metrics
in Section 4.2. Note that the last four tracks are
similar to the ones offered by WASSA 2022 shared
task, even though this year it is possible to use the
conversations to get more context.

2https://codalab.lisn.upsaclay.fr/
competitions/11167

Figure 1: Co-occurrence matrix of the EMO labels on
the train and dev sets

4.1 Tracks

Track 1 - Turn-level Empathy and Emotion in
Conversations (CONV): The formulation of this
task is to predict, for each conversational turn, the
emotion polarity and intensity as well as the third
party annotations of empathy. The targets are third-
party assessment of emotional polarity (positive,
negative, or neutral) and both emotional intensity
and empathy coded on an ordinal scale from 1 to 5
with a not applicable option. This track is new to
WASSA 2023.

Track 2 - State Empathy Prediction (EMP):
The formulation of this task is to predict, for each
essay, Batson’s empathic concern (“feeling for
someone”) and personal distress (“suffering with
someone”) scores (Batson et al., 1987). Teams are
expected to develop models that predict the empa-
thy score for each essay (self-report data from the
essay writer). Both empathy and distress scores are
real values between 1 and 7. Empathy score is an
average of 7-point scale ratings, representing each
of the following states (warm, tender, sympathetic,
softhearted, moved, compassionate); distress score
is an average of 7-point scale ratings, represent-
ing each of the following states (worried, upset,
troubled, perturbed, grieved, disturbed, alarmed,
distressed). These are state measures: measures
that vary within people across time. For optional
use, we made personality, demographic informa-
tion, and emotion labels available for each essay.
This track was previously done in WASSA 2022
and 2021, but this year’s task uses new data.

Track 3 - Emotion Label Prediction (EMO):
The formulation of this task is to predict, for each

https://codalab.lisn.upsaclay.fr/competitions/11167
https://codalab.lisn.upsaclay.fr/competitions/11167


essay, one or more emotion labels from the fol-
lowing Ekman’s six basic emotions (sadness, joy,
disgust, surprise, anger, or fear) (Ekman, 1971), as
well as neutral (like in (Barriere et al., 2022b)), and
we also added hope.

The same set of metadata that we described
above was also provided for each essay in this task.
Participants optionally could use this information
as features to predict emotion labels. The essay-
level emotion labels are third party annotations.
This task was also done in WASSA 2022 and 2021,
but this year’s task uses new data.

Track 4 - Personality Prediction (PER): To
code personality information, the Big 5 personality
traits were provided, also known as the OCEAN
model (Gosling et al., 2003b). In the OCEAN
model, the theory identifies five factors (open-
ness to experience, conscientiousness, extraversion,
agreeableness, and neuroticism3). For each essay,
the writer was asked to complete the Ten Item Per-
sonality Inventory (Gosling et al., 2003a). Thus,
this is self-reported essay-level data. This task was
previously done in WASSA 2022, but the data in
this year’s task (2023) is new.

Track 5 - Multi-dimensional Trait Empathy Pre-
diction (IRI): We use the Interpersonal Reactiv-
ity Index (IRI), a measurement tool for the multi-
dimensional assessment of empathy (Davis, 1980).
The IRI consists of four subscales (Perspective Tak-
ing, Fantasy, Empathic Concern, and Personal Dis-
tress) where each subscale consists of 7 items, each
on a 5-point Likert scale. The IRI is a trait-level
empathy measure: a measure that is stable within
people across time. Though a similar task was done
in 2022, this self-reported essay-level data is new
to this year’s task.

Multi-task: We gave the participants a unique id
for each conversation so that the participants could
use multi-task learning methods to tackle all the
tasks simultaneously. Moreover, speakers in the
train, dev, and test datasets were given unique ids
so that teams could use several of the participant’s
essays or conversations in order to improve the
results. This was proven to help last year for the
PER and IRI subtasks (Barriere et al., 2022b).

3For the shared task, neuroticism has been reverse coded
as emotional stability

4.2 Setup

Dataset: Participants were provided the dataset
described in Section 3. Participants were allowed
to add the development set to the training set and
submit systems trained on both. The test set was
made available to the participants at the beginning
of the evaluation period.

Resources and Systems Restrictions Partici-
pants were allowed to use any lexical resources
(e.g., emotion or empathy dictionaries) of their
choice, additional training data, or off-the-shelf
emotion or empathy models. We did not put any re-
strictions on this shared task. We proposed several
baseline models for this article, which are described
in Section 4.3.

Systems Evaluation: The organizers published
an evaluation script that calculates Pearson correla-
tion for the predictions of the conversation, empa-
thy, personality and IRI prediction tasks and preci-
sion, recall, and F1 measure for each emotion class
as well as the micro and macro average for the emo-
tion label prediction task. Pearson coefficient is the
linear correlations between two variables, and it
produces scores from -1 (perfectly inversely cor-
related) to 1 (perfectly correlated). A score of 0
indicates no correlation. The official competition
metric for the empathy and emotion in conversation
task (CONV) is the average of the three Pearson
correlations. The official competition metric for the
empathy prediction task (EMP) is the average of
the two Pearson correlations. The official competi-
tion metric for the emotion evaluation is the macro
F1-score, which is the harmonic mean between pre-
cision and recall. The official competition metric
for the personality (resp. IRI prediction) task PER
(resp. IRI) is the average of the Pearson correla-
tions of the 5 (resp. 4) variables.

4.3 Baselines

CONV: Following Omitaomu et al. (2022), we
fine-tuned a RoBERTa (base) pretrained language
model (Liu et al., 2019a). The model was trained
on the training set and used the development set for
model validation. We trained one model for each
of the turn-level label types. The training was for
50 epochs, and the model checkpoint with the best
validation set Pearson correlation was kept.

EMP: Like the CONV models, we fine-tuned a
RoBERTa (base) pretrained language model (Liu



et al., 2019a). For training, we used both the train-
ing data of the essays and the WASSA22 training
data (Barriere et al., 2022b). We created separate
models for empathy and distress, and used the same
checkpoint and stopping criteria as the conv task
models.

EMO: We created two baselines for the EMO
subtask. As a first baseline, we fine-tuned a pre-
trained base RoBERTa transformer model (Liu
et al., 2019b) over the GoEmotions dataset (Dem-
szky et al., 2020) in a multi-label way. This lead to
a macro-averaged F1 score of 0.64 on the GoEmo-
tions test set with emotions grouped using Ekman’s
taxonomy, in line with the original article. We ap-
plied this model directly to the WASSA test set.
This model is called BaselineFT. As a second base-
line, we fine-tuned once again this model with the
essays from the training set in a multi-label way.
This second model is called BaselineFT. The pre-
trained models that we used were made available
online using the transformers library (Wolf et al.,
2019). We used the Adam algorithm (Kingma and
Ba, 2014) with early stopping for the optimization
of the training loss, using a learning rate of 10−5.
We followed the official partitions is both cases.

PER: We used a Big 5 personality model devel-
oped by Park et al. (2014a). This model was trained
on Facebook status updates and questionnaire-
based self-reported Big Five personality traits from
66,732 people. This model used ngrams and topics
extracted from the Facebook status updates in an ℓ2
penalized Ridge regression and resulted in an out-
of-sample accuracy (Pearson r) of 0.43 (Openness),
0.37 (Conscientiousness), 0.42 (Extraversion), 0.35
(Agreeableness), and 0.35 (Neuroticism). This
model was then applied to each essay in the test set
for the shared task, producing Big 5 estimates for
each.

IRI: We use the Empathic Concern model built
by Giorgi et al. (2023) and train additional mod-
els for the three remaining dimensions of the IRI:
Fantasy, Perspective Taking, and Personal Distress.
These models were built over existing data sets
where 2,805 consenting participants shared their
lifetime Facebook status updates and responded
to the IRI questionnaire (Abdul-Mageed et al.,
2017). For each participant, we extract RoBERTa
embeddings (averaging word embeddings across
sentences, sentence embeddings averaged across
Facebook status updates, and status embeddings

averaged within participants). We used the second
to last layer of the roberta-large model, producing a
1,024-dimensional vector for each participant. Us-
ing a penalized Ridge regression (with a ℓ2 regular-
ization strength of 105; tuned during nested cross-
validation) in a 10-fold cross-validation resulted
in a prediction accuracy (Pearson r) of 0.276 (Em-
pathic Concern), 0.294 (Fantasy), 0.116 (Perspec-
tive Taking), and 0.291 (Personal Distress). This
model was then applied to each essay in the test
set for the shared task after extracting RoBERTA
embeddings from each essay.

5 Results and Discussion

5.1 Empathy Prediction (CONV)

Table 2 shows the results of the track on Emotion
Polarity (Emo Pol), Emotion Intensity (Emo Int)
and Observed Empathy (Emp). All are regression
tasks and were evaluated using Pearson correlation.
The participants are ranked using the average of
all three metrics. Nine teams submitted results to
this track. The best system is HIT-SCIR obtaining
the best results overall (averaged r = .758) but
also for all the targets: an emotion polarity (r =
.852), emotion intensity (r = .714) and perceived
empathy (r = .708).

Team Emo Pol Emo Int Emp Avg
HIT-SCIR 0.852 0.714 0.708 0.758
YNU-HPCC 0.824 0.693 0.674 0.730
Hawk 0.809 0.701 0.665 0.725
NCUEE-NLP 0.803 0.698 0.669 0.724
warrior1127 0.770 0.701 0.660 0.710
CAISA 0.783 0.686 0.652 0.707
Curtin OCAI 0.750 0.683 0.573 0.669
sushantkarki 0.778 -0.030 -0.023 0.242
Cordyceps -0.005 0.039 0.018 0.017
Baseline 0.781 0.692 0.660 0.711

Table 2: Results of the teams participating in the CONV
track (Pearson correlations).

5.2 Empathy Prediction (EMP)

Table 3 shows the main results of the track on em-
pathy (Emp) and distress (Dis) prediction. 9 teams
submitted results and the best scoring system is
NCUEE-NLP team (averaged r = .418). They also
obtain the best separate scores for empathy and
distress with respective r of .415 and .421.

Comparison with previous results: In (Buechel
et al., 2018b), the best-performing system obtained
r=.404 for empathy and r=.444 for distress. These



Team Emp Dis Avg
NCUEE-NLP 0.415 0.421 0.418
CAISA 0.348 0.420 0.384
PICT-CLRL 0.358 0.334 0.346
zex 0.293 0.391 0.342
HIT-SCIR 0.329 0.354 0.342
YNU-HPCC 0.331 0.245 0.288
Curtin OCAI 0.187 0.344 0.266
Hawk 0.270 0.207 0.238
Cordyceps -0.020 0.096 0.038
Baseline 0.536 0.575 0.555

Table 3: Results of the teams participating in the EMP
track (Pearson correlations).

results were achieved only on the training set using
ten-fold cross-validation experiments, which is not
comparable to the results in this shared task. In
WASSA 2021 and 2022 (Tafreshi et al., 2021; Bar-
riere et al., 2022b), that had the largest training sets,
the best scoring systems reached an averaged r of
.545 and .540. These past scores are in line with
the one of the baseline that we proposed, which
was trained also using the past years’ datasets and
gives far better performances than the systems of
this year’s participants (average r=.555 compared
to r=.418).

5.3 Emotion Recognition (EMO)

Table 4 presents the results for 13 teams for emo-
tion prediction models. The best-performing sys-
tem in terms of Macro F1 (70.1%) as well as micro-
Jaccard (60.1%) is Adityapatkar which is signifi-
cantly higher than the remaining emotion predic-
tion models. To get more insight, we also provide
a breakdown of the results by emotion class in Ta-
ble 7. Fear was easily predicted by the majority of
the participant’s systems, as per the neutral and sad-
ness classes that are the most present in the dataset.
The results are very heterogenous among the par-
ticipants in the breakdown for all emotion labels.
The emotion model submitted by team LingJing
outperforms the other models on Disgust, while
team andeldiko performs best on Anger.

5.4 Personality and Interpersonal Reactivity
Prediction (PER/IRI)

The results of the tracks on personality and IRI
predictions are presented in Table 5. Five and six
teams submitted results to respectively the PER
and IRI subtasks. The best scoring system for both
tasks is the one of YNU-HPCC. For the PER task,

Team P R F1 Jac
Adityapatkar 0.810 0.677 0.701 0.600
Bias Busters 0.630 0.731 0.647 0.538
HIT-SCIR 0.721 0.631 0.644 0.562
zex 0.699 0.637 0.643 0.562
lazyboy.blk 0.776 0.601 0.613 0.554
Converge 0.596 0.560 0.565 0.539
amsqr 0.752 0.479 0.533 0.507
surajtc 0.463 0.668 0.522 0.451
YNU-HPCC 0.575 0.502 0.514 0.542
VISU 0.257 0.301 0.272 0.421
Cordyceps 0.191 0.236 0.202 0.241
Sidshank 0.295 0.211 0.150 0.287
mimmu3302 0.092 0.200 0.126 0.271
BaselineFT 0.631 0.645 0.632 0.551
BaselineEXT 0.860 0.539 0.602 0.522

Table 4: Results of the teams participating in the EMO
track (macro-averaged precision (P), recall (R), F1-score
(F1) and micro-Jaccard (Jac)).

like last year, participants obtained negative corre-
lations in all the tasks. There were four submitted
systems with negative correlations for Extraversion
and three with negative correlations for Conscious-
ness prediction. For the IRI task, the best results
on the different dimensions were distributed over
the different teams and the baseline: team CAISA
obtained the best r for the perspective taking, team
Xuao for the personal distress, team Hawk for the
fantasy and our baseline for the empathic concern.

6 Overview of Submitted Systems

A total of 21 teams participated in the shared tasks,
with 9, 9, 13, 5, and 6 teams participating for the
five tracks, respectively. In this section, we provide
a summary of the machine learning algorithms and
resources that were used by the teams.

6.1 Machine Learning Architectures and
Resources

Architectures: The majority of the proposed
systems are based on neural networks architec-
tures and transformers (Vaswani et al., 2017). Ap-
proaches include classical models like BERT (De-
vlin et al., 2018b), RoBERTa (Liu et al., 2019b),
DeBERTaV2 and DeBERTaV3 (He et al., 2020,
2021), ELECTRA (Clark et al., 2020), ALBERT
(Lan et al., 2020), DistilBERT (Sanh et al., 2019),
SimCSE (Gao et al., 2021), and also transformers
for long texts like BigBird and LongFormer (Za-
heer et al., 2020; Beltagy et al., 2020). Some of
them trained their model using Parameter Efficient
Fine Tuning methods like Low-Rank Adapters



Team Consc. Open. Extr. Agree. Stab. PER Persp. Distr. Fant. Emp. IRI
YNU-HPCC 0.289 0.372 -0.130 0.410 0.317 0.252 0.102 0.256 0.033 0.226 0.154
Xuhao ∅ ∅ ∅ ∅ ∅ ∅ 0.132 0.366 0.036 0.076 0.153
CAISA 0.323 0.327 -0.197 0.290 0.256 0.200 0.158 -0.188 -0.056 0.180 0.024
Curtin OCAI 0.186 0.152 0.014 -0.038 0.183 0.099 -0.092 0.193 -0.014 -0.114 -0.007
Cordyceps -0.059 -0.187 0.160 0.101 -0.010 0.001 0.004 0.191 -0.018 0.089 0.067
Hawk -0.082 0.066 -0.109 -0.119 -0.114 -0.072 -0.013 -0.020 0.138 -0.153 -0.012
Baselines -0.131 -0.037 -0.134 0.195 0.081 -0.005 0.107 -0.046 0.063 0.340 0.116

Table 5: Results of the teams participating in the PER/IRI tracks (Pearson correlations).

(Hu et al., 2021) or AdapterHub (Pfeiffer et al.,
2020). Only two of the submitted systems used
an interaction-aware model. The first one is based
on Kim and Vossen (2021), which is able to learn
intra- and inter-speaker states and context to pre-
dict the emotion of a current speaker. The second
one is a RoBERTa transformer using a context win-
dow containing past and future utterances. One
team used Large Language Models with GPT3
(Brown et al., 2020) and GPT4 (OpenAI, 2023)
with in-context learning but also by fine-tuning
them. One team used bidirectional LSTM (Hochre-
iter and Schmidhuber, 1997) with classical text
embeddings like Glove (Pennington et al., 2014),
Fastext (Bojanowski et al., 2016) and Flair (Akbik
et al., 2018). Finally, one team proposed to use a
Multinomial Naive Bayes.

Two systems proposed integrating the writer’s
metadata using in-context learning, one by rewrit-
ing the sentences with natural language templates
and another by prompting the table.

Resources: Two teams used RoBERTa trans-
formers that were already fine-tuned for sentiment
and emotion tasks before fine-tuning them on the
data. These models were trained on nearly 58M
tweets and fine-tuned for sentiment analysis and
emotion recognition using the TweetEval bench-
mark (Barbieri et al., 2020). One team used the
Epitome empathy dataset of (Sharma et al., 2020a)
composed of support-seeker and responder posts
on Reddit in order to pre-train the weights of
their adapter layers. Finally, one team used an
interaction-aware model trained on emotion recog-
nition in conversations (Kim and Vossen, 2021).

Others: Three teams used data augmentation to
create new examples: two by paraphrasing the
under-represented classes using a T5 (Raffel et al.,
2019), and one by generating examples of the
under-represented classes with a GPT-4. One team
used a FLAN-T5 model (Chung et al., 2022) to
summarize the long articles in order to reduce the

number of tokens used as input to their classifier.
Four teams used ensemble methods, which are clas-
sics for coding competitions.

ML Alg. # of team CONV EMP EMO PER/IRI
BERT-like 11 ✓ ✓ ✓ ✓
Ensemble 4 ✓ ✓ ✓
Data-Aug. 3 ✓ ✓ ✓ ✓
Adapters 2 ✓ ✓ ✓ ✓

LLM 1 ✓
biLSTM 1 ✓

Naive Bayes 1 ✓

Table 6: Algorithms used by the different teams. We
listed all the techniques that teams reported in their
system description papers.

7 Conclusion

In this paper, we presented the shared task on em-
pathy, emotion, and personality detection in essays
and conversations in reactions to news articles, to
which 21 teams participated and 12 submitted a
paper. Like last year, neural models are the ma-
jor parts of the submissions, especially transformer
models. The systems obtaining the best results
for the five subtasks relied on BERT, RoBERTa,
and DeBERTa models. Nobody used task-related
features extracted from lexicons, as was the case
in the previous editions. External data still helps
improve the results, like leveraging Emotion, Sen-
timent, and Empathy external datasets. Neverthe-
less, more is needed to make the systems competi-
tive enough to beat fine-tuned bigger models like
the biggest DeBERTa (1.3B) used by the winning
teams of the CONV, PER, and IRI subtasks. Like-
wise, using a finely crafted model for interactions
cannot compete with a model 10 times its size, us-
ing a simple window to integrate context. Finally,
some participants used features from a track to give
more context, but no approach has considered us-
ing multi-task learning between the tracks, even
though it was possible to do it. Surprisingly, no
teams used the identifier of the speaker to integrate
their conversations in order to get more context to
find the empathy or emotion of the essay.



Limitations

The test dataset size makes it difficult to draw mean-
ingful conclusions for the Tracks 2 to 5. Similarly,
the text data associated with this task (i.e., reac-
tion essays) may make it difficult to infer person-
level traits using preexisting models, which may
be trained on other domains of text (e.g., social
media data). This could explain the negative cor-
relations with extraversion and conscientiousness
in Table 5 for the baseline model. Finally, annotat-
ing text for emotions and perceived empathy are
difficult, subjective tasks. Often statements in the
essays are ambiguous and could be interpreted in
various ways, especially considering the fact that
these are written essay and void of speech cues
and the body language of the speaker. Thus, the
third-party annotators’ own reactions to the news
articles could influence how the reaction essays are
perceived (e.g., interpreting reactions to the Syrian
civil war may depend on the political beliefs of the
annotator). Therefore, cultural and social biases
may be present in the third party annotations.

Ethics Statement

The main ethical concern is the possibility of mis-
use of the data and models for manipulation of
others. For example, models could be used to pro-
duce political ads which elicit empathetic responses
which further influence voting or donations. Mod-
els could be used to deploy malicious bots on social
media platforms (Giorgi et al., 2021), design public
health messages (which could be especially prob-
lematic around sensitive topics such as vaccines),
or spread misinformation (Himelein-Wachowiak
et al., 2021). More information are available in the
original dataset article (Omitaomu et al., 2022).
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A Emotion-level scores

The scores of the participants’ systems by emotion
label are visible in Table 7. The classes hope and
surprise are absent from the test set.
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Anger Disgust Fear Neutral Sadness
Team P R F1 P R F1 P R F1 P R F1 P R F1
Adityapatkar 86 25 39 67 40 50 100 100 100 68 89 77 85 85 85
Bias Busters 83 42 56 22 40 28 83 100 91 53 94 68 73 89 80
HIT-SCIR 88 28 44 25 20 22 100 100 100 67 86 76 80 80 80
zex 78 28 42 25 20 22 100 100 100 68 89 77 79 80 80
lazyboy.blk 100 12 22 33 20 25 100 100 100 67 92 78 88 76 81
Converge 50 25 33 0 0 0 100 80 89 69 86 77 79 89 84
amsqr 100 21 34 33 20 25 100 40 56 64 81 72 78 78 78
surajtc 50 28 37 6 20 9 56 100 71 51 100 68 68 85 76
YNU-HPCC 62 21 31 0 0 0 75 60 67 67 83 74 83 87 85
VISU 0 0 0 0 0 0 0 0 0 63 53 57 65 98 78
Cordyceps 14 4 6 0 0 0 0 0 0 37 53 43 44 61 51
Sidshank 0 0 0 0 0 0 0 0 0 100 6 11 47 100 64
mimmu3302 0 0 0 0 0 0 0 0 0 0 0 0 46 100 63
Baseline 56 54 55 14 20 17 100 80 89 67 83 74 78 85 81

Table 7: Emotion-level participants performances


