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ABSTRACT

Research into the darker traits of human nature is growing in
interest especially in the context of increased social media
usage. This allows users to express themselves to a wider
online audience. We study the extent to which the standard
model of dark personality — the dark triad — consisting of
narcissism, psychopathy and Machiavellianism, is related to
observable Twitter behavior such as platform usage, posted
text and profile image choice. Our results show that we can
map various behaviors to psychological theory and study
new aspects related to social media usage. Finally, we build
a machine learning algorithm that predicts the dark triad of
personality in out-of-sample users with reliable accuracy.

1. INTRODUCTION

Online spaces have increasingly become a medium for self
expression and social communication. Social media websites
allow users to build an online identity, post content (text
updates, links or images) and interact with others. While
social media platforms become ubiquitous, there is a ris-
ing concern that these offer a medium for expressing darker
traits of human personality such as self-promotion, vanity,
anti-social behavior, alteration of the truth or self-interest.
These malevolent human traits have been operationalized in
psychology research in the form of the dark triad of person-
ality [49], which consists of three traits:

a) Narcissism — grandiose and inflated self-views, sense of
entitlement and a craving for admiration;

b) Machiavellianism — self-interest, cynicism and a ten-
dency to manipulate and exploit others;

¢) Psychopathy — enduring antisocial behavior, impulsiv-
ity.

To date, the study of the dark triad of personality is lack-
ing a systematic, data-driven exploration. The overwhelm-
ing majority of existing studies in the online expression of
the dark triad traits were conducted through surveys about
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social media behavior. We use an empirical approach to di-
rectly quantify social media behaviors and relate them to
users who also took a dark triad personality questionnaire.
Moreover, one of the peculiarities of the dark triad traits is
represented by alteration of the truth, which would bias self-
reported behaviors. We thus consider a data-driven analysis
of content a viable alternative of studying the dark triad.

Many characteristics of the dark triad lend themselves nat-
urally to expression via social media. For example, narcis-
sism is related to enhanced self-views, self-promotion and
craving for admiration, which can be reflected by selfie post-
ing, constantly seeking attention and projecting a positive
view of the self. Anti-social and impulsive behavior, char-
acteristic of psychopathy, can be expressed by an increased
use of swear words. Machiavellianism could be related to
attempts at ingratiating or manipulative language.

We adopt a multi-modal approach to quantifying user
behavior on Twitter that captures general platform usage,
such as posting frequency or social connections, publicly
posted text and high-level profile image features. Recently,
machine learning models were successfully deployed to study
and predict a number of demographic [61] or psychological
traits [56]. The main motivation for these studies was to pre-
dict different traits when they are lacking from a user’s pro-
file, which is useful for applications such as targeted advertis-
ing. Others have focused on interpreting the model features
with the goal of gaining insight into group differences [65].

The scope of this study is two-fold. We first aim to directly
explore the relationships between online behaviors and the
three components of the dark triad, specifically aiming to
highlight similarities and differences across the three compo-
nents. To this end, we use a large number of features and
explore correlations using univariate feature analysis, while
controlling for possible effects of basic demographics, such as
age and gender. We employ models from natural language
processing and image analysis in order to extract features
which are both predictive and interpretable, such as word
topics or facial features. Further, we use existing state-of-
the-art models that predict the expression of emotion and
relate them to previous findings. Secondly, we aim to build
a predictive model for the dark triad traits that uses only
public Twitter information. Using all features, we achieve
a robust predictive performance of Pearson R ~ .25 for all
traits. Predicting the dark triad in social media could have
a multitude of socially valuable uses, such as identifying po-
tentially abusive trolls by monitoring users’ psychopathy or
assisting in recognizing duplicitous statements by measuring
users’ Machiavellianism.
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2. BACKGROUND

The darker traits of human personality have been a popu-
lar and controversial research topic over the past decade [20].
The standard model is represented by the dark triad, a
model which posits three distinct traits: narcissism, psy-
chopathy and Machiavellianism [49]. All three traits share
a core set of characteristics such as hostility or lack of em-
pathy [31] and represent a short-term, agentic, exploitative
social strategy [30]. The core of the dark triad can account
for up to 50% of the variance and can be studied as a single
trait [29].

A large thread of recent work in psychology has focused
on the expression of the dark triad in online spaces, usually
in social networking platforms. Many researchers claim that
such platforms, centered around social interaction and com-
munication, are rife for the expressions of these traits. Most
studies have focused on studying narcissism as especially
central to online behaviors.

Foremost, the social media platform has been shown to
play a role in the types of behaviours expressed online by
people high in narcissism [48]. Status update frequency on
Facebook was found to correlate with narcissism [24], while
Facebook users have been found to be more narcissistic in
general [63]. Posting of self-promotional content was related
with certain facets of narcissistic expression [39]. Anti-social
behaviors were found to be mixed in relationship to narcis-
sism [6]. When asked about the topics of their posts, nar-
cissists mentioned their accomplishments, diet and exercise
routines and self-reported a greater number of likes and com-
ments to their posts [38]. Narcissism has been linked by lay
theories to increased usage of first person pronouns [14], how-
ever an extensive study on various data showed a null rela-
tionship [5]. Finally, multiple studies have looked at images
or selfies and their relationship with the dark triad, finding
that users high in narcissism post more selfies [76], photos
that are more attractive [14, 47], edited [19], with this be-
havior more prevalent in males [67].

While these approaches are suitable for studying specific
hypotheses regarding social media usage, they are limited
by the number of behaviors they can study. Additionally,
these are measured using a survey about behavioral ten-
dencies (e.g., asking participants to report their recalled
self-promotion activities), rather than observing real behav-
iors. Participants may deceive the interviewer by answering
untruthfully to the questions, a characteristic of the dark
triad [46]. Notably, [21] studied all three dark triad traits
on Facebook. However, the text analysis was limited being
reduced to a single feature and lacked interpretability, how-
ever finding significant correlations with psychopathy and
narcissism. Similarly, [70] used LIWC and profile features,
but showed limited predictive accuracy and [23] presented
a Twitter study of narcissism, using LIWC categories to
uncover relationships for narcissists including high negative
emotions, anger and use of swear words and fewer mentions
of social processes and positive emotions. The later study
is limited in several ways, including focusing only on narcis-
sism, measuring it using a single item, no demographic con-
trols and splitting the data set into classes rather than per-
forming regression. Other computational data-driven studies
looked at specific types of anti-social behavior [8], but did
not link these to the psychological state of their authors.

Concurrently, there is a surge in interest in using data-
driven methods to predict user traits or demographics. This

Machiavellianism

I tend to manipulate others to get my way.

I have used deceit or lied to get my way.

I tend to exploit others towards my own end.
I have used flattery to get my way.

Narcissism

I tend to want others to admire me.

I tend to want others to pay attention to me.
I tend to seek prestige or status.

I tend to expect special favors from others.

Psychopathy

I tend to lack remorse.

I tend to be callous or insensitive.

I tend to be unconcerned with the morality of my actions.
I tend to be cynical.

Table 1: Dirty Dozen questionnaire. Each item can be an-
swered using a five point scale (from ’Strongly Disagree’ to
"Strongly Agree’).

work is motivated either by commercial and research appli-
cations, including targeted marketing or improving down-
stream NLP tasks [74, 27] or by the study of socio-linguistic
or psychological hypotheses [57, 65].

Arguably the largest body of work explored linguistic dif-
ferences in posts in order to predict user attributes, drawing
upon socio-lingistic theory. Studies focused on a broad set
of demographic and psychological features: age [61, 45], gen-
der [4, 64], political orientation [51], location [9, 15], popu-
larity [35], income [18, 59], social status [34, 60], occupa-
tion [57], mental illnesses [10, 12, 58] or personality [65].
Models are usually built on large social media data sets, most
commonly using self-reports. Other recent studies have anal-
ysed perceived user traits [71, 73], which may lead to certain
biases [17].

Others have looked at predicting user traits from other be-
haviors such as likes on Facebook [33], images or social net-
works. Social network user profiling is based on homophily,
wherein similar users are more likely to connect. This was
exploited for traits including location [62], political orien-
tation [72] or age [55]. Using images, several studies have
looked at Big Five personality prediction [1, 7, 25, 36]. A
few studies have also combined different modalities to boost
performance or supplement one source of information when
the other is not existing (e.g., not enough posts) [72].

3. DATA SET

We build a data set of Twitter users who took a twelve
item questionnaire of the dark triad named the ‘Dirty Dozen’
[30]. This uses four questions to assess each of the three
traits. The trait score is the arithmetic mean of its four ques-
tions scored with values on a 1-5 scale. The questions are
presented in Table 1. Additionally, we use a combined dark
triad score as the arithmetic mean of all twelve questions,
similarly to previous research [28].

The users were part of a larger crowdsourcing experiment
— not presented here — conducted through Amazon Mechani-
cal Turk. This required participants to fill in the Dirty Dozen
scale amongst others as a qualification for performing addi-
tional tasks. Additionally, users were asked to voluntarily
provide their Twitter handle for research purposes. Out of
a total of 2093 participants, 863 entered a valid and public
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Figure 1: Distribution of the dark triad trait scores in our
data. The green bars show raw values, the orange bars show
log values.

Figure 2: Intercorrelations between the log transformed
traits.

Twitter handle. We found no significant differences in the dis-
tribution of the dark triad traits between participants who
chose to enter the handle and those who did not. Partici-
pation in the experiment was restricted to users from the
United States.

The distribution of the three traits in our data set is pre-
sented in Figure 1. We notice that the distribution is not
normal and skewed towards lower values. This is expected,
as the questions reference fairly extreme and socially unde-
sirably behavior, which results in a negative skew. Based
on this, we will use as the outcome of interest the natural
logarithm of the dark triad traits scores for the rest of the
study. The inter-correlations between the three traits and
the overall score are presented in Figure 2.

As part of the required qualifications study, we also col-
lected standard demographics of the participants, including
age and gender. Both age and gender are significantly corre-
lated with all three traits (Narcissism — R = .07 with Male,
R = —.162 with age; Machiavellianism — R = .125 with
Male, R = —.138 with age; Psychopathy — R = .21 with
Male, R = —.093 with age; dark triad — R = .17 with Male,
R = —.171 with age). Hence, for the rest of the experiments
we will control for their effects using partial correlation.

4. FEATURES

We hypothesise that the dark triad is manifested online
through a wide range of behaviors. We automatically extract
features that capture multiple aspects of online behavior:
text use, profile picture posting and general profile informa-
tion.

4.1 Text Analysis

We collected all public posts of the Twitter users up to
the most recent 3,200 posts in their history using the Twitter
Search API, which results in a data set of 538,712 posts from
710 distinct users. In order to have certain confidence in our
text analysis, we limit ourselves to users who only posted at
least 500 tokens in their history. This restricts our data for
text analysis to 491 users who produced a total of 536,579
tweets, which we tokenize with a Twitter-specific tokenizer.
For each of these users, we extract the following text-derived
features:

Unigrams.

We use the bag-of-words representation to reduce each
user’s posting history to a normalised frequency distribution
over a vocabulary. The vocabulary consists of all words used
by at least 10% of users (6,491 words).

LIWC.

Traditional psychological studies use a dictionary-based
approach to representing text. The most popular method is
based on Linguistic Inquiry and Word Count (LIWC) [52],
and automatically counts word frequencies for 64 different
categories manually constructed based on psychological the-
ory. These include different parts-of-speech, topical categories
and emotions. Each user is thereby represented as a fre-
quency distribution over these categories.

Word Clusters.

Using all unigrams as features is likely to cause overfitting,
especially on our data set, where there is an order of mag-
nitude less observations than the vocabulary size. In order
to reduce the feature space and also provide feature inter-
pretability, we use word clusters. These clusters of words
can be thought as topics, i.e., groups of words that are se-
mantically and/or syntactically similar.

To create these groups of words, we use an automatic
method that leverages word co-occurrence patterns in large
corpora by making use of the distributional hypothesis: sim-
ilar words tend to co-occur in similar contexts [26]. Based
on co-occurrence statistics, each word is represented as a
low dimensional vector of numbers with words closer in this
space being more similar [13].

We use a separate reference corpus of ~ 400 million tweets
to compute a word to word similarity matrix using Word2Vec.
This is a neural network approach to distributed word rep-
resentations, where the words are projected into a lower di-
mensional dense vector space via a hidden layer [41]. These
models can provide a better representation of words com-
pared to traditional language models [42]. In this low dimen-
sional vector space, words with a small Euclidean distance
are considered semantically similar. We use the skip-gram
model with negative sampling to learn word embeddings on
the Twitter reference corpus. We use a layer size of 50 and
the Gensim implementation.

We then apply spectral clustering [66, 75] to obtain hard
clusters of words from the word x word similarity matrix.
This first performs a dimensionality reduction using SVD
on the graph Laplacian of the similarity matrix, obtaining a
low-rank embedding of the words. It then performs k-mean
clustering to obtain the word clusters. Each user is thus rep-
resented by a distribution over topics, where each topic score



is simply the fraction of the words belonging to that cluster.
We experiment with 100, 200 and 500 clusters and only show
results with the best performing number (200).

We have tried other alternatives to building clusters: using
other word similarities to generate clusters (such as NPMI
[35] or GloVe [53]) as proposed in [57] or using standard
topic modelling approached to create soft clusters of word
(e.g., Latent Dirichlet Allocation [2]), but empirical results
showed our method provided best results. For brevity, we
refrain from presenting all results.

Sentiment & Emotions.

We hypothesise that different traits express different emo-
tions through their posts and aim to automatically quantify
this in our Twitter data set. A well studied model of discrete
emotions is the Ekman model [16] which posits the existence
of six basic emotions: anger, disgust, fear, joy, sadness and
surprise. This is also most studied in Natural Language Pro-
cessing research [68, 69]. We use a publicly available crowd-
sourcing derived lexicon of words associated with any of the
six emotions, as well as trust and anticipation and general
positive and negative sentiment [43, 44]. Using these lexi-
cons, we assign a predicted emotion to each message and
then average across all users’ posts to obtain user level emo-
tion expression scores.

4.2 Image Analysis

We hypothesise that personality traits, including those
from the dark triad, are expressed through posting different
types of images. Previous work has shown this link for Big
Five personality [1, 7, 25, 36]. Although other images may ex-
ist in user posts, we restricted ourselves to the profile image,
as it is representative of the online persona of the poster and
thus might contain important psychological cues [54]. State-
of-the-art image recognition systems are models trained on
thousands or more features. Since our main goal is inter-
pretability, we compute high-level image cues. We expect
that profile pictures will typically contain faces, hence we
divide the features into general image features and facial
features computed only over images that contain faces.

Image Features.

We compute a series of image aesthetic and attractive-
ness features, as proxies for the quality and aesthetics of the
images [11]. First, we identify if an image is in grayscale
or not — grayscale images are considered more artistic (I-
Grayscale). We compute brightness (I-Brightness) and
contrast (I-Contrast) as the relative variations of lumi-
nance. Saturation indicates vividness and chromatic purity,
which are more appealing to the human eye [11]. We com-
pute it by transforming images in the HSV (Hue-Saturation-
Value) color space and extracting the mean saturation of
the pixels (I-Saturation). Sharpness measures the coarse-
ness of the degree of detail contained in an image and is a
proxy for the quality of the photographer and his gear [32].
This is computed of the mean of the image Laplacian nor-
malized by local average luminance (I-Sharpness). Image
blur is estimated using the method from [32] (I-Blur). We
do not explicitly detect the subject, but we use the saliency
map [37] to compute a probability of each pixel to be on
the subject and re-weight the image features by this proba-
bility, similarly to [22]. All the above features are computed
on the re-weighted image. Finally, we use a binary indica-

tor variable if the profile picture is the Twitter default (I-
IsDefault) and exclude these from image analysis.

Facial Features.

We extract general facial features using the Face++ API,!
which uses deep learning methods to identify faces and land-
marks in images. First, we detect if the image contains faces
and their number and encode this information in three bi-
nary features: one if at least one face is present (I-HasFace),
one if only a single face is present (I-OneFace) and another
feature that encodes images with more than one face (I-
MoreFaces).

Further, we aim to capture the self-presentation charac-
teristics of the user. Features include the face ratio (the size
of the face divided by the size of the profile picture — I-
FaceRatio), whether the face wears any type of glasses
(reading — I-Reading; or sunglasses — I-Sunglasses) or
not (I-NoGlass), the 3D face posture, which includes the
pitch (I-FacePitch), roll (I-FaceRoll) and yaw angle (I-
FaceYaw) of the face and the degree of smiling (I-Smiling).
Where multiple faces exist in an image, we extract features
only from the largest detected face.

4.3 Platform Usage

Finally, we extract a series of features which capture plat-
form specific usage. We divide these in user profile derived
features and shallow features of tweets.

Profile Features.

We extract the total number of tweets posted by a user
(U-No) and the average number of tweets posted per day by
dividing the number of tweets by the number of days since
the account was created (U-NoAvg). We also quantify ba-
sic social attributes of the users: the number of friends (U-
Friends), the number of followers (U-Followers), the fol-
lower/friend ratio (U-FollFriend) and the number of times
the user is listed by others (U-Listed). Further, for each
message authored by a user we were able to retrieve (i.e.,
not authored by others and retweeted by the user), we com-
pute the number of times it was retweeted or favorited by
others. This information is encoded through four features:
the proportion of tweets that were retweeted (U-RTed),
the average retweet count (AvgRTed), the proportion of
tweets that were favorited (U-FAVed) and the average fa-
vorite count (U-AvgFAVed). Finally, we code if a user pro-
file uses the default background (U-DefBack) and if the
account is geo-enabled (U-Geo).

Shallow Text Features.

These features capture general tweet-related behaviour.
We first compute the average number of characters/tweets
(U-Char) and tokens/tweets (U-Tokens) as simple prox-
ies for message complexity. We then extract the proportion
of the user messages which were retweets (authored by oth-
ers and reposted on the users’ page) either using Twitter’s
automated retweet button or manual retweets, which we ex-
tract using regular expressions e.g., starting with ‘RT USER’
or ending in ‘via USER’ (U-RTsSs). Separately, we consider
duplicate messages those which contain the same first five
tokens except @-mentions, as these are usually either spam
or the output of automated apps that post to Twitter and

"http:/ /www.faceplusplus/
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(a~c) in addition for the other two traits.

measure their ratio in a users’ posts (U-NonDup). For
measuring interactions with others, we count the propor-
tion of tweets with hashtags (U-Hash), the proportion of @-
replies (U-@Reply), the proportion of tweets containing @-
mentions (U-@Mention), the number of different users Q-
mentioned (U-@Users) and the proportion of tweets with
URLs (U-URLs). Finally, we count the proportion of the
tweets in which a user actively asks for followers (U-Asking)
using a list of tokens (e.g., follow, #mustfollow, teamfollow-
back, #ff).

S. ANALYSIS

In this section, we explore the relationships between Twit-
ter behaviors and the three dark triad traits plus the overall
dark triad score. We use univariate Pearson correlations be-
tween each feature and the logarithm of the dark triad scores.
In order to factor out the influence of basic demographics
(i.e., age and gender), we use partial linear correlation.

The results of the analysis of textual features are presented
for unigram features in Figure 3 and for LIWC features, word
clusters and emotions in Tables 2-5. In order to uncover the
peculiarities of each trait given the strong inter-correlations
between traits presented in Figure 2, we control in our anal-
ysis for the other two traits in addition to age and gender.
The average dark triad score captures the core similarities
of the dark triad traits. Image feature results are presented
in Table 6 and profile feature results in Table 7. We analyse
the results by psychological trait below.

5.1 Dark Triad

Aggregate dark triad scores were associated with a range
of features and behaviors. When analyzing single words, users
high in dark triad post about drinking (‘drinking’, ‘beer’),
negative words and aspects of their lives (‘hell’, ‘garbage’,
‘shitty’, ‘fuck’, ‘burn’). Although we are controlling for age,
some of the most strongly correlated words are related to col-
lege and activities specific to teenagers (‘university’, ‘semester’,
‘mom’, ‘texted’). The emotions most associated with the
overall dark triad score are negative sentiment, followed by
disgust — albeit in part driven by similar words — and trust.
By analysing the most frequent trust words, we notice these
capture a specific type of positive words. LIWC categories
associated with the overall dark triad are, perhaps unsurpris-
ingly, swear words, followed by anger — although most fre-
quent words overlap with the swear words category — words
that refer to spatial locations, function words related to
present tense and filler words. Present tense and spatial
words elude to a concern in the present actions of oneself,
specific of both self-promoting and impulsive behaviors spe-
cific of the dark triad. The most striking topic is related
to sexual activities and pornography, followed by work re-
lated words and finally by mentions of driving and addresses,
which usually refer to the whereabouts of the author.

The only significant relationships for profile pictures are
that users high in the dark triad are less likely to post
grayscale images and photos that are less sharp, one of the
proxies for photo quality. While there are no significant cor-



Label |Topic (most frequent words) | r
LIWC

fuck, hell, ass, sucks, suck, butt, dick, crap,

Swear heck, dang 127
Anger hate, fuck, hell, sucks, war, cut, mad, suck, 123
g wars, crap )

in, on, at, out, up, off, right, over, where,
Space down 119
Present |is, have, are, get, i'm, do, can, love, it’s, go [.119
Filler |like, blah .106
Topics
Porn hot, sex, naked, teen, adult, porn, petite, fore-] 152

play, tits, anal
work, working, doing, stuff, hard, making,
Work done, full, takging, thi%lking #1.126
car, seat, drive, window, door, horn, air, ride, 126
gas, driving )
ark, tower, lake, gate, hills, street, grand,
Addresse Etudios, river, gardegn ¢ 117
Emotions
lost, wait, bad, shit, vote, hate, black, damn,
feeling, hell
bad, shit, hate, finally, damn, feeling, hell, 199
lose, rob, sick ’
good, happy, ground, save, money, show, 093
hope, school, favorite, pretty ’

Driving

Negative 108
Disgust

Trust

Table 2: Pearson correlations between the aggregate dark
triad score and textual features extracted from tweets, when
controlling for age and gender. Topic labels are manually
created. All features are significant at p < .01, two tailed
t-test.

Label |Topic (most frequent words) | r
Topics
TV  |favorite, vote, part, who’s, model, voted, fave,

Shows |fav, stars, entertainment
Daily ac-|day, ready, weekends, rest, fresh, #blessed, 111
tivities [spend, spent, headed, lazy :
beautiful, such, loving, rare, fantastic, be- 110
yond, simply, unbiased, inspired, spectacular|’

119

Positivity

Future today, week, after, let’s, next, season, until,
activi- th : kend .104
ties |another, coming, weeken
Emotions
good, happy, ground, save, money, show
Trust hope: schooljfavorite, ’pretty’ 7 -130
Positive love, good, happy, working, save, money; 4,

hope, gift, join, favorite

Table 3: Pearson correlations between narcissism and tex-
tual features extracted from tweets, when controlling for age,
gender, psychopathy and Machiavellianism. Topic labels are
manually created. All features are significant at p < .01, two
tailed t-test.

relations in terms of social connections and other profile fea-
tures, the shallow textual features reveal a number of pat-
terns. Users high in the dark triad post shorter tweets, albeit
not having significantly fewer tokens, showing a preference
for shorter tokens. These users endorse far fewer messages
from others in the form of retweets, showing thus both fewer
appreciation of others’ and a tendency to self-promote their
own content. Fewer hashtags and URLs in tweets also hint
towards a lack of interest in referring to other content. How-
ever, examining the behaviors of each trait separately can
provide more specific insight.

Label |Topic (most frequent words) | r
LIWC
dead, die, war, died, alive, dying, dies, bury,
Death buried, grief 153
hate, fuck, hell, sucks, war, cut, mad, suck, 138
wars, crap :
lost, bad, miss, sorry, hate, fuck, hell, sad, 110
lose, seriously :
face, ass, head, heart, hand, wear, hearts,
Body hands, fat, wake 101

Anger

NegEmo

Topics
. fight, kill, killed, treated, died, angry, killing
Fight himself, attack, brave 7 ’ |-144
N st, hall, hill, franklin, warren, louis, elizabeth,
ames R 142
pete, wiggins, carson
Assaults ﬁre, police, force, victims, shooting, zone, mil- 123
itary, mass, guns, streets
Crime marijuana, assault, court, guilty, jail, murder, 123
officer, charges, rape, victim :
‘Positive’ .
courageous, war, freedom, human, rule, jus-
ageres- | ligi ti lity, notion 116
sion ice, religious, nation, equality, notio
Research learning, science, project, research, instruc- 113

tion, skills, master, lessons, theory, real-world|’
empire, across, waters, harvest, museum, for- 110
est, hidden, tale, liberty, ancient :
Sport |second, lose, record, point, rules, challenge, 108
Scores |earns, lead, major, upping :
between, near, road, outage, train, trains, di 103
rections, lane, crash, closed :
o, south, tx, north, west, fair, f, international,
Weather asrport, calm .102
Addresse park., tower, lake, gate, hills, street, grand, 099
studios, river, garden
Emotions
lost, wait, bad, shit, vote, hate, black, damn, 189

Trains

Negative feeling, hell

Disgust ]1[:;(;: :il};?,ﬁléite, finally, damn, feeling, hell, 177
Fear Zﬁfﬁé}l PgiZ;%?gésﬁate, feeling, hell, change, 174
Anger ;Eg,ni}gu?i?é Zs;}it, vote, hot, hate, damn, feel 173
Sadness lost, bad, music, vote, hate, black, feeling, 169

hell, crazy, lose

Table 4: Pearson correlations between psychopathy and tex-
tual features extracted from tweets, when controlling for age,
gender, narcissism and psychopathy. Topic labels are man-
ually created. All features are significant at p < .01, two
tailed t-test.

Label |Topic (most frequent words) | r
Topics

car, seat, drive, window, door, horn, air, ride, 102
gas, driving :

d good, great, thanks, thank, everyone, sup-
port, enjoy, proud, huge, sharing

Driving

Gratitu .096

Table 5: Pearson correlations between Machiavellianism and
high level textual features extracted from tweets, when con-
trolling for age, gender, narcissism and psychopathy. Topic
labels are manually created. All features are significant at
p < .01, two tailed t-test.

5.2 Narcissism

Narcissism is associated with expression that is both pos-
itive (‘favorite’, ‘beautiful’) and somewhat banal (‘break-
fast’, ‘place’). The topics positively associated with narcis-



Feature Narc | Mach | Psyc | DT
I-IsDefault -.033 | -.015 | -.026 | -.030
I-Grayscale -.078 | -.049 | -.067 | -.088
I-Brightness .012 .018 .065 .033
I-Contrast -.028 .073 .044 .028
I-Saturation -.025 -.048 | -.093 | -.060
I-Sharpness -.062 | -.059 | -.068 | -.085
I-Blur .035 .059 .036 .056
I-HasFace .041 -.050 -.052 | -.018
I-OneFace .082 -.058 -.029 | .003
I-MoreFaces -.076 .014 -.045 | -.043
I-FaceRatio .010 -.027 .035 .011
I-FacePitch .006 -.031 -.032 | -.028
I-FaceRoll -.095 | -.023 | -.096 | -.101
I-FaceYaw -.077 | -.062 | -.059 | -.089
I-NoGlass -.053 .061 .071 .031
I-Reading .066 -.006 | -.019 | .021
I-Sunglasses -.011 -.102 | -.101 | -.094
I-Smiling A17 .005 -.005 | .046

Table 6: Pearson correlations between the dark triad person-
ality traits and features extracted from the profile picture,
when controlling for age and gender. Positive correlations
are highlighted with green (p < .05, two-tailed t-test) and
negative correlations with red (p < .05, two-tailed t-test).

Feature Narc | Mach | Psyc | DT
U-No .014 -.027 | -.003 | -.009
U-NoAvg .027 -.024 | -.013 | -.007
U-Friends -.016 -.028 .056 .010
U-Followers .001 -.020 .041 .016
U-FollFriend -.004 .005 .028 .009
U-Listings .031 -.001 .032 .031
U-DefBack -.071 .016 .011 | -.027
U-Geo .078 .029 .030 .055
U-RTed .053 -.020 .006 .022
U-AvgRTed .010 .002 .036 .019
U-FAVed .098 -.011 | -.018 | .037
U-AvgFAVed .035 .006 .009 .023
U-Char -.067 | -.067 | -.064 | -.088
U-Tokens -.027 -.017 -.032 | -.034
U-RTs -.048 | -.101 | -.041 | -.083
U-NonDup .075 .0 .040 .048
U-Hash -.080 | -.055 | -.043 | -.082
U-@QReply -.041 .039 -.003 | -.004
U-@QMention -.075 -.024 | -.054 | -.071
U-@QUsers .059 .015 .054 .055
U-URLs -.071 -.119 | -.075 | -.116
U-Asking -.015 .010 -.101 | -.034

Table 7: Pearson correlations between the dark triad per-
sonality traits and features extracted from the user’s profile,
when controlling for age and gender. Positive correlations
are highlighted with green (p < .05, two-tailed t-test) and
negative correlations with red (p < .05, two-tailed t-test).

sism also display facile, sanguine language: discussions of re-
ality TV competitions, weekend plans and cheerfulness. To-
gether, these patterns suggest a surface-level pleasantness
characterized by narcissistic personalities, as well as a pos-
sible chronic assumption that others are interested in their
mundane activities and interests. Confirming this, both trust

and positive sentiment are correlated with narcissism, al-
though the words that drive both emotions are similar. No
LIWC categories were correlated with narcissism beyond
age, gender, Machiavellianism and psychopathy.

Users high in narcissism have profile images that are less
likely to be grayscale and more likely to feature a single face
as opposed to multiple ones and to include smiling. Again,
these behaviors characterize a desire to present oneself pos-
itively and try to be in the center of attention.

For profile features, narcissism was positively associated
with geo-enabled tweets — suggesting T'witter use from mo-
bile — and it was negatively associated with duplicated posts,
@-mentions and hashtags. Lack of duplicated posts hints to-
wards a careful curation of the Twitter timeline. Hashtags
and @-mentions are ways of inviting others to participate in
Twitter interactions, and the negative relationship implies
that narcissists prefer to more tightly control their social me-
dia spaces, perhaps because of a fear of external criticism.
Importantly, they also have a higher proportion of tweets
that are favorited at least once; this is consistent with nar-
cissists’ preference for regular, positive feedback.

5.3 Psychopathy

Psychopathy shows a very distinct pattern from narcis-
sism and Machiavellianism in online behaviors, with the
highest number of correlated word categories. The content
of posts associated with users high in psychopathy is coarse,
angry, and violent (‘killed’; ‘injuries’; ‘furious’) and charac-
terized by negative emotionality. The correlated LIWC fea-
tures carry a high level of negativity and morbidity; they
are also not driven by the same words in each category, im-
plying that psychopathy is not simply associated with a spe-
cific kind of negativity but rather a wide range. However,
although psychopathy was significantly associated with all
four negative Ekman’s emotions, many of these were driven
by the same words, e.g., ‘lost’ or ‘bad.” Certain topics suggest
an interest in violent world events such as wars or criminal
acts. Noteworthy is that one of the topics associated with
psychopathy describes a more ‘positive’ form of aggression
(‘courageous’, ‘freedom’). These topics are a good reflection
of the sensation-seeking and impulsivity displayed by people
high in psychopathy. Similarly, psychopathy was also associ-
ated with talking about location and place, which may also
indicate impulsivity and recklessness in publicly mentioning
physical locations they inhabit.

Psychopaths’ profile pictures are only associated with less
saturation, which may suggest less planning or conscientious-
ness in taking or choosing a photo. In profile features, psy-
chopathy was negatively associated with posting URLs and
with explicitly asking for followers. This latter finding may
indicate a lower level of concern with social approval.

Together, the findings specific to narcissism and psychopa-
thy explain the seemingly paradoxical nature of the overall
dark triad results. Narcissists talk about prosaic events with
a veneer of positivity, while psychopaths talk about violence
and death in an angry manner. Although these two traits are
positively correlated, they reveal distinct types of behavior.

5.4 Machiavellianism

Machiavellianism shows the fewest relationships out of the
three traits. This may be because it was rather strongly inter-
correlated with the other two dark triad traits, leaving less
variance to be explained by other features when narcissism



and psychopathy were entered as covariates. The distinctive
words associated with Machiavellianism appear to feature a
greater amount of spam advertisement posts, suggested by
words like ‘affordable’; ‘bingo’; ‘app’, and ‘entering’. It may
be the case that being high in Machiavellianism is associ-
ated with fewer scruples about allowing advertisements to
be part of their personal communications. The topics associ-
ated with Machiavellianism include the topic associated with
the general dark triad focused on cars and driving, which has
no theoretical association with Machiavellianism. More no-
table is a topic focused on expressing gratitude, which could
be considered a form of gaining social capital. No LIWC
categories and emotions correlated with Machiavellianism
above-and-beyond age, gender, psychopathy and narcissism
and there are also no relationships for profile pictures and
profile features.

Users high in Machiavellianism post fewer URLs and fewer
retweets, which confirms the previous findings about these
users posting advertisements and more personal messages
such as thank-yous. In general, little insight could be pro-
vided about the nature of Machiavallianism online above-
and-beyond the other two subscales. This is consistent with
the theory of the dark triad: Machiavellianism contains surface-
level charm and a social orientation in common with nar-
cissism, while it also has a cynicism and lack of concern
for ethics in common with psychopathy. It may simply be
that few behaviors distinguish Machiavellianism above-and-
beyond its more extreme counterparts within the dark triad.

6. PREDICTION

Finally, we use all the previously derived features to cre-
ate a predictive model of the three dark triad traits, as well
as a composite score. We consider this a regression problem
to which we can apply machine learning algorithms. We use
a linear regression algorithm with an Elastic Net regular-
izer [77] with the ScikitLearn implementation [50].

To evaluate our results, we split our data into 10 strat-
ified folds and performed cross-validation on one held-out
fold at a time. For all our methods we tune the parame-
ters of our models on a separate validation fold. The overall
performance is assessed using Pearson correlation of the pre-
dicted value to the survey-derived score. In order to emulate
a real-world scenario where there is no gender or age skew
and uncover the predictive power of our features beyond ba-
sic demographics, we predict the residual of each trait after
adjusting for the effect of age and gender. Results are pre-
sented in Table 8. The same patterns hold when evaluating
the results with Root Mean Squared Error (RMSE).

We observe that, with the exception of psychopathy, the
textual topic features obtain the best prediction results. In
case of psychopathy the LIWC textual categories obtain a
better performance. As seen through the feature analysis
section, this is probably due to the more syntactical patterns
of usage by uses high in psychopathy, which are captured
through some LIWC categories. In rest, the predominantly
semantic information encapsulated by the Word2Vec word
clusters performs best. Other consistently good predictive
features are the shallow textual features and the emotions,
albeit these do not offer any significant performance when
predicting Machiavellianism. Image features perform poorly
over the three traits, but provide significant accuracy for
predicting the combined score. Profile features also perform
poorly in all traits except narcissism.

When combining the features from different modalities,
our prediction model obtains similar results across all three
traits and the combined score of R ~ .25. In order to con-
textualize our results, subjective psychological variables typ-
ically have a correlational upper-bound in the range of R =
.3 — .4 with human behaviors [40]. For example, a model
trained on 70,000 Facebook users’ posts reports an average
Pearson correlation of R = .351 across the Big Five person-
ality traits [65]. However, our data set is much more limited
being two order of magnitude lower. We expect our method
to fare better if more data is available.

Features # Feat. | Narc | Mach | Psyc | DT
Unigrams 6492 151 .140 161 | 156
LIWC 64 .146 .091 245 | 184
Word Clusters 200 225 211 205 | 194
Emotions 10 .164 .020 201 | 155
Image 18 .040 .012 .044 | .100
Profile 12 .087 .014 002 | .047
Shallow 10 136 .018 123 | 107
All w/o Unigrams 314 247 .248 249 | 243

Table 8: Prediction results using different types of online be-
haviors. Performance is measured using Pearson correlation
on 10-fold cross-validation.

7. DISCUSSION

We have presented a data-driven, multi-modal exploration
of the expression of the dark triad in social media. Using
a sample of Twitter users and their dark triad personal-
ity scores assessed through questionnaires, we have studied
the relationships between Twitter usage, text and profile
image features and the three dark triad traits separately,
as well as together. Our results represent another perspec-
tive that compliments psychological studies conducted using
questionnaires about social media usage. Finally, using pub-
lic behaviour on Twitter, we managed to build a predictive
model of the three dark triad traits which achieves robust
predictive performance on out-of-sample testing.

As other studies using social media data, we note poten-
tial limitations to our approach [59]. The population using
social media, here Twitter, and in addition Amazon Me-
chanical Turk is not representative of the general popula-
tion. However, traditional psychology research also uses non-
representative samples and, in addition, we also control for
basic demographics, here age and gender. Behavior on Twit-
ter is public and non-anonymous by default, lending itself to
enhanced self-presentation of users [3]. While this is of par-
ticular interest especially in the analysis of the dark triad of
personality, our results need to be contextualised.

Our study represents the first comprehensive study using
observed social media behaviors of the dark triad. As direc-
tions of future work, the dark triad of personality can be
studied through more complex questionnaires. For example,
Narcissism can be assessed using the Narcissistic Personality
Inventory, which leads to the division of the trait into three
sub factors, some of which have been differently linked to
behaviors [6]. By analyzing these subfactors, we can study
differences in behavior or mediation effects. Our data and
models are freely available online.?

*http://wwbp.org/
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