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Abstract

We propose a human-centered framework for evaluating di-
alog systems in which the language of dialog turns are part
of a psychologically-grounded hierarchical process: agents’
language is generated in the context of stable traits such as
personality and dynamic states that vary from turn to turn.
In the context of the Dialogue System Technology Challenge
10 (DSTC10) shared task, we present a framework for eval-
uating dialog systems through this psychologically-grounded
“human” lens, considering both the states expressed in indi-
vidual turns (and how well they match those of the conversa-
tion partner, as humans do), as well as the diversity of traits
(e.g., demographics or personality) across agents’ entire di-
alogs. This hierarchy consists of four levels – the dialog sys-
tem, agents, dialogues, and turns, within which we define five
metrics using well validated psychological constructs: emo-
tional entropy (across turns, aggregated to agents), linguistic
style and emotion matching (dialog and turn level), as well
as agreeableness and empathy (agent level, across dialogues).
Evaluating these metrics on five turn-level data sets shows
that emotional entropy outperforms baseline systems as well
as our other metrics. Within the larger shared task, this same
metric comes in first and third place on dimensions of content
and grammar, respectively.

Introduction
Open-domain dialog systems have been evaluated by both
automatic methods and human annotations, both of which
have a number of drawbacks. Automatic methods (such as
BLEU, METEOR, and ROUGE), which can rely on word
overlap, fail to capture the diversity of dialog systems (Liu
et al. 2016). On the other hand, human evaluations, which
often consider the appropriateness or grammar of a response,
are expensive and lack standardization (Sedoc et al. 2019).
Compounding these issues is the fact that automatic evalu-
ations often do not correlate with human evaluations (Liu
et al. 2016; Deriu et al. 2021). In order to address these is-
sues, the Dialog System Technology Challenge 10 Shared
Task aims to develop an automatic evaluation for open-
domain dialog systems and asks participants to develop met-
rics which are both correlated with human judgement and
explainable (Chen et al. 2021).
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Figure 1: The proposed hierarchical structure of open-
domain dialog systems. We note that Turns consist of one
utterance from both the agent and entity, but turn level out-
comes do not need to be measured with the agent’s utterance
preceding the entity’s (as depicted in the figure).

In this work, we propose a framework for evaluating
open-domain dialog systems as if they were human, tak-
ing queues from Giorgi, Ungar, and Schwartz (2021) which
characterized Twitter spambots through a number of human
traits. Specifically, we propose a hierarchical framework for
dialog system construction and evaluation which consists
of four levels, as seen in Figure 1: the dialog system (the
high level architecture of the system), agents (specific in-
stances of the system which engage in conversations), dia-
logues (a back and forth exchange between an agent and an-
other entity), and turns (specific utterances within a dialog).
Across these four levels, we propose two general classes of
psychologically-grounded measures: state vs. traits metrics
(i.e., constructs which remain stable within agents or change
dynamically across dialogues) and linguistic matching (i.e.,
how well do turns and dialogues match the linguistic cues
of the other entity in the conversation). For the shared task,
we implement five specific instances of these two classes of
measures (empathy, agreeableness, linguistic style match-



ing, emotion matching, and emotional entropy) and apply
them to both dialog and turn level data sets. Our best system
(emotional entropy) ranked 26 out of 37 systems.

Contributions Our contributions include: (1) a hierarchi-
cal framework for understanding open-domain dialog sys-
tems and (2) a number of psychologically-grounded and
human-centered evaluation measures.

Related Work
Our work is aligned with a growing set of methods to embed
language processing within human contexts in which they
are applied (Volkova, Wilson, and Yarowsky 2013; Hovy
2015; Lynn et al. 2019). In the domain of language gener-
ation or dialog agents, a number of works have attempted to
create agents with human-like traits. This includes embed-
ding agents with empathy (Rashkin et al. 2019; Lin et al.
2020), trust (Novick et al. 2018), and emotion (Zhou and
Wang 2018; Huber et al. 2018) as well as general person-
alizations and personas (Li et al. 2016; Zhang et al. 2018;
Mazaré et al. 2018; Roller et al. 2021).

There is also a parallel line of work which aims to evalu-
ate dialog agents and conversations as human, with a num-
ber of human-like metrics having been proposed. Work by
Adiwardana et al. (2020) proposes a metric which jointly
measures making sense and being specific, which they note
are both basic and important attributes of human conver-
sations. More directly, some have attempted to quantify
“humanness” by asking crowd-source annotators: “Which
speaker sounds more human?” (Li, Weston, and Roller
2019; Roller et al. 2021). Similarly, Deriu et al. (2020) re-
place human-bot conversations with bot-bot conversations
and ask annotators to label whether or not the bots are hu-
man.

Our current proposal builds on the two lines of work out-
lined above (i.e., creation and evaluation of “human-like” di-
alog systems) in that we (1) define a hierarchical framework
for dialog systems and (2) propose two classes of human-
centered measures which can be used to create and eval-
uate dialog systems, with the goal of working towards a
human-like open-domain system (Adiwardana et al. 2020).
As such, we believe past work can easily be reframed within
our proposed hierarchy. For example, Roller et al. (2021)
propose both “engaging talking points” and “consistent per-
sona” as desirable qualities of an open-domain dialog sys-
tems. Within our proposed framework “engaging talking
points” happen at the turn level while a “consistent persona”
can be defined at the agent level, where consistency can
be measured across multiple dialogues. Despite the general
structure of our proposed framework, we note that a number
of dialog systems are task or goal oriented, such as ques-
tion/answer systems (Chen et al. 2017) or systems designed
for highly specific tasks such as trip planning (El Asri et al.
2017) and customer service (Cui et al. 2017). Such systems
may be considered outside of the scope of our formulation,
in that scheduling a trip is fundamentally different from, for
example, a conversational chatbot related to COVID-19 vac-
cines, which may need additional social and cultural context.

The Dialog System Hierarchy
Figure 1 shows our proposed hierarchical framework for di-
alog systems which consists of four parts, each of which
are defined below: the dialog system, agents, dialogues, and
turns. We propose that dialog systems should be created and
evaluated with all four levels in mind. This includes such
considerations when open-sourcing both the model and data
(e.g., is there sufficient information to piece together turns
into dialogues and dialogues across agents). We note that the
DSTC10 Shared Task asked participants to evaluate dialog
system at either the dialog or turn level.

Dialog System This is the overall architecture of the
system and the top level of our hierarchy. For example,
this could be specified as “a 5-layer LSTM sequence-to-
sequence model with attention”.

Agent An agent is a specific instance of a dialog system
and we note that a single dialog system can produce a num-
ber of agents. With this view, a dialog system can be thought
of as an agent generator.

Dialog A dialog is a complete back and forth exchange be-
tween an agent and another entity, where this second entity
could be another dialog agent or a human. A single agent
can engage in multiple dialogues.

Turn Finally, a turn is a specific utterance with a dialog.
This could include the second entity’s preceding or proceed-
ing response.

Human-like Measures
Working under the goal of a human-like open-domain dialog
system, we propose two classes of measures: (1) states and
traits and (2) linguistic matching. Both classes are rooted in
psychological and social sciences and relate to fundamen-
tal psychological measurements of humans (i.e., states and
traits) and social relationships and interactions (i.e., linguis-
tic matching). These measures can be used to study the dia-
log system as its own “human” concept and how the dialog
system interacts with the world, respectively. In the next sec-
tion we give examples of how we operationalize these mea-
sures and define five metrics which were used for the Dialog
System Technology Challenge 10 shared task.

States and Traits The state vs. trait distinction is ubiq-
uitous in psychology, with a long history (Carr and Kings-
bury 1938) and, as such, we present standard textbook defi-
nitions (Zeigler-Hill and Shackelford 2020): state measures
are thoughts, feelings, and behaviors in a specific place
and time; while trait measures are those which generalize
across situations, remain stable across time, and systemati-
cally differ across people. For example, personality is a trait
measure while emotions are states. In relation to standard
NLP tasks, similar state vs. trait considerations were theo-
rized to relate to sarcasm, stance, and sentiment classifica-
tion, with stance being a trait-like outcome and sentiment
being a state-like outcome (Lynn et al. 2019). It is impor-
tant to distinguish the measures we use (e.g., personality),
grounded against validated psychological instruments, with



proxies for these constructs used in other works (e.g., per-
sonas). While proxy measures like “likes” seem to be related
to personality (Kosinski, Stillwell, and Graepel 2013), they
are not direct assessments of the constructs.

Within our hierarchy, we propose that states and traits be
considered as follows: First, at the top level, dialog systems
should have the capacity to produce a number of agents with
varying traits, while each agent should maintain its given
traits across dialogues. That is, one should be able to mea-
sure variation in traits across agents from a single dialog sys-
tem and stability in traits from a single agent across multiple
dialogues. On the other hand, states should vary within dia-
logues and agents should have the capacity to exhibit a range
of states.

Linguistic Matching Linguistic matching, while mostly
unconscious, has been observed in many settings. It has been
shown to predict power differentials (Danescu-Niculescu-
Mizil et al. 2012), relationship stability (Ireland et al. 2011),
cooperation (Manson et al. 2013), and empathy ratings of
therapists (Lord et al. 2015). More generally, the psycholin-
guistic theory of communication accommodation has stud-
ied such unconscious matching tendencies in postures, fa-
cial expressions, pitch, pausing, length, and use of func-
tion words (Giles, Coupland, and Coupland 1991). To our
knowledge, such extensive matching phenonema have yet
to be fully studied in open-domain dialog systems, despite
being applied in other NLP settings (Danescu-Niculescu-
Mizil, Gamon, and Dumais 2011; Danescu-Niculescu-Mizil
and Lee 2011). We believe linguistic matching can be a nat-
ural extension of the “continually learning” framework pro-
posed by Roller et al. (2020), where agents adapt to new con-
texts and users. Finally, we note that the sentence embedding
similarly metric used as a baseline in the DSTC10 Shared
Task can be viewed as a simple matching measure (Zhang
et al. 2021).

As measured within our proposed hierarchy, linguistic
matching is a property of dialogues and turns. For example,
one could measure function word matching in a single turn
(i.e., how does well does the agent match the prompt?) or
across a dialog (i.e., what is the difference in function word
between the agent and entity in a dialog?).

Task Metrics
The DSTC10 Subtask 1 asked participants to submit five
metrics which should (1) correlate with human judgement
and (2) be explainable. As noted previously, these metrics
operationalize the human-like measures and were not specif-
ically design for evaluation diaglog systems, nor are they op-
timized to correlate with the evaluation metrics in the data
sets (e.g., content and grammar). Metric scores were pro-
duced at the turn and dialog level (depending on the data set)
and then correlated with a number of crowd-sourced human
evaluations.1 We define our five metrics below.

1We note that “human evaluations” (i.e., evaluation by a hu-
man) as opposed to “automatic evaluations” (i.e., evaluations by
a machine with no human judgements) are different than systems
being evaluated as “human-like”.

Emotional Entropy Using the NRC Hashtag Emotion
Lexicon (Mohammad and Kiritchenko 2015) we estimate
Plutchik’s eight basic emotions: anger, anticipation, disgust,
fear, joy, sadness, surprise, and trust (Plutchik 1980). This
emotion lexicon, which is a set of weighted words for each
emotion category, was automatically derived over tweets
with emotion hashtags (e.g., #anger and #joy). The lexi-
con is applied to every observation in each data set (i.e., we
summed weighted word frequencies which were weighted
according to their weight within each emotion category) and
then the entropy of the normalized emotion vector is cal-
culated. Emotions (and, thus, emotional entropy) are state
measures and can be estimated at multiple levels of the hier-
archy: turn, dialog, and agent.

Agreeableness We used a language based personality
model to estimate the agreeableness dimension of the Big
Five personality traits (Park et al. 2015). This model had
an out-of-sample prediction accuracy (Pearson r) of .35
and was built over 1-3grams and 2,000 LDA topics (Latent
Dirichlet Allocation; Blei, Ng, and Jordan 2003). Thus, for
each turn or dialog, we extracted 1-3grams and loadings for
the 2,000 LDA topics and applied the pre-trained regression
model, which produced an agreeableness score for each ob-
servation. We include agreeableness in our final five met-
rics since it out performed the other four personality mea-
sures (openness to experience, conscientiousness, extraver-
sion, and neuroticism) on the test data. Agreeableness (and
personality, in general) is a trait measure that would typi-
cally be defined at the agent level or above (e.g., for a given
dialog system, does agreeableness vary across agents and is
it stable within an agent), though do to lack of agent level
data in the task we estimate agreeableness for both the turn
and dialog level data sets.

Empathy We build a model to predict empathy, as mea-
sured by the Empathic Concern subscale of the Interpersonal
Reactivity Index (IRI) (Davis 1983). We use the same data
set as Abdul-Mageed et al. (2017) and build a model over
2,805 participants who shared their Facebook status data and
answered the IRI questionnaire. Using 10-fold cross valida-
tion, we predicted the empathic concern scores from a Ridge
penalized linear regression using the same set of 2,000 LDA
topics described above. The final model resulted in an out-
of-sample Pearson r of 0.26. In order to obtain Empathic
Concern estimates for each turn and dialog, we extracted
2,000 LDA topic loadings for each observation and applied
the pre-trained regression model. Empathic Concern is a trait
level measure. Similar to agreeableness, this would typically
be defined at the agent level or above, but for this task we es-
timate Empathic Concern for turns and dialogues.

Language Style Matching We use the definition provided
by Ireland et al. (2011): 1 minus the normalized absolute
difference in function word use between the agent and en-
tity. This score was calculated for nine separate function
word categories in the Linguistic Inquiry and Word Count
(LIWC) dictionary (Pennebaker, Francis, and Booth 2001):
personal pronouns, impersonal pronouns, articles, conjunc-
tions, prepositions, auxiliary verbs, high frequency adverbs,



negations, and quantifiers. Turn and dialog level scores were
averaged across the nine categories. This is a form of Lin-
guistic Matching which can be measured at the turn, dialog,
and agent levels.

Emotion Matching Again, we use the NRC Hashtag
Emotion Lexicon (Mohammad and Kiritchenko 2015) and
calculate the Spearman rank correlation between the agents
emotions and the prompts. Emotion Matching is a form of
Linguistic Matching which can be measured at the turn, di-
alog, and agent levels.

Data and Evaluation
Data The task was evaluated across five separate turn
level data sets: JSALT, ESL, NCM, DSTC10-Topical, and
DSTC10-Persona (Sedoc et al. 2019). Systems are evaluated
along the following dimensions, all of which use a 5 point
likert scale (Zhao, Lala, and Kawahara 2020):

• Appropriateness: “The response is appropriate given the
preceding dialogue”.

• Content: “How much information is provided in the re-
sponse. / How difficult is it to guess the context of the
preceding dialogue from the response.”

• Grammar: “The quality of the English grammar.”
• Relevance: “The response content is related to the pre-

ceding dialogue.”

Evaluation Evaluation is done as follows: First, the Spear-
man correlation is computed between each dimension (i.e., a
human evaluation such as appropriateness) and a given met-
ric within a given data set. Depending on the data set, the
Spearman correlation is evaluated across either turns or dia-
logues. The correlations are then averaged across all dimen-
sions in the data set (e.g., appropriateness, content, grammar,
and relevance). Finally, in order to produce a single evalua-
tion accuracy per metric, the correlations are averaged across
all data sets. This process is repeated for each metric submit-
ted to the shared task.

Baselines Three baselines metrics are used: AM (Ade-
quacy Metric), FM (Fluency Metric), and Deep AM-FM.
AM is a similarity score (i.e., cosine similarity) in a low
dimensional embedding space constructed via Latent Se-
mantic Indexing (D’Haro et al. 2019). For the FM metric,
the probability for each sentence (i.e., the entity’s prompt
and the agents response) is calculated via an ngram lan-
guage model. FM is then calculated as the ratio of the mini-
mum and maximum sentence probabilities. Deep AM-FM
is a deep neural network version of the AM-FM frame-
work (Zhang et al. 2021).

Results
Results from the shared task as shown in Table 1. The emo-
tional entropy measure was the best performing system in
the Content dimension in the DSTC10-Topical data set and
the third best performing system in the Grammar dimension
in the DSTC10-Persona data set. In general, entropy mea-
sure outperformed all of our other metrics. When compared

to the baseline measures, our metrics meet or exceed perfor-
mance in four out of eleven evaluations, which in addition to
the previously mentioned dimenions, include JSALT appro-
priateness and DSTC10-Persona Content. We note that emo-
tional entropy was our only metric which measured variation
in states. This system ranked 26 out of 37 total submissions.

The next two best performing metrics were both related
to linguistic matching: style and emotion matching. These
ranked 33 and 32, respectively. Our two trait level met-
rics, agreeableness and empathy, were the lowest performing
metrics, ranking 35 and 36, respectively.

Unfortunately, due to the nature of the data, we were un-
able to evaluate the systems across all levels of our proposed
hierarchy. Out of 14 data sets available during the develop-
ment phase, only 2 were dialog level, with the remaining 12
at the turn level. In the final evaluation phase, all 5 data sets
were turn level. Thus, it is not surprising that the two trait
level metrics (agreeableness and empathy) did not perform
well in the final evaluation. In Table 2 we show the results
of our five metrics on the two dialog level data sets available
during development: FED-Conversation (Mehri and Eske-
nazi 2020) and Persona-Chatlog (See et al. 2019). Here we
see both of our trait measures outperforming our remaining
metrics and performing on the same level as or exceeding the
baseline system (empathy and agreeableness, respectively)
on the FED-Conversation data. Thus, it is plausible that our
metrics depend on the hierarchical level at which they are
applied.

Conclusions
In this paper, we proposed a hierarchical framework for eval-
uating open-domain dialog systems with human-centered
measures which consider both trait and state trade-offs (stan-
dard measures of human constructs) and linguistic match-
ing (indicators of social relationships and interactions). Five
metrics were evaluated, which examined trait level features
(agreeableness and empathy), state level variation (emo-
tional entropy), and linguistic matching (style and emotion
matching). Due to data limitations, we were unable to fully
evaluate the metrics within the proposed hierarchical frame-
work. Despite this, given the turn level focus on the eval-
uation data, our proposed agent state level variation metric
(emotional entropy) outperformed the other four, which is
consistent with our hierarchical formulation.

Ethical Considerations There are a number of ethical
considerations when constructing and evaluation dialog sys-
tems, many of which have been outlined by Roller et al.
(2021). These include privacy (since online dialog may con-
tain sensitive information), toxic and offensive content, and,
on the part of the researcher, openness to sharing findings.
With regard to the current work, imparting system with hu-
man qualities such as personality and socio-demographics
must be handled with the utmost sensitivity. Biases in train-
ing data, misclassifications in downstream tasks, and re-
liance on outdated social constructs (i.e., binary gender) are
just a few examples of how automated systems can fail and
further marginalize vulnerable populations (Shah, Schwartz,
and Hovy 2020; Xu et al. 2021; Gonen and Goldberg 2019).



JSALT ESL NCM DSTC10-Topical DSTC10-Persona Avg.
App. App. App App. Content Grammar Relevance App. Content Grammar Relevance

AM .01 .03 .04 .12 .02 .04 .16 .11 .01 .05 .14 .07
FM .05 .34 .16 .17 .09 .18⋄ .24 .19 .15 .19 .22 .18
Deep AM-FM .05 .32 .16 .18 .09 .17⋄⋄ .26 .21 .14 .19 .24 .18
Agreeableness -.03 .05 .04 .01 -.01 -.01 .00 .01 .00 .01 .01 .01
Style Matching .05 -.11 -.04 .05 .17 .06 .06 .08 .13 .09 .10 .06
Emotional Entropy -.02 .07 .09 .02 .25⋄ .10 .02 .14 .28 .21⋄⋄⋄ .12 .12
Empathy -.02 .08 .03 .01 .03 -.01 .00 .00 -.03 -.01 .00 .01
Emotion Matching .01 -.03 .08 .03 .05 .00 .07 .11 .13 .11 .13 .06

Table 1: Evaluation on the test data. The first three rows are baseline systems. Reported Spearman ρ for each human evaluation
metric: Appropriateness (App.), Content, Grammar, and Relevance). ⋄, ⋄⋄, and ⋄⋄⋄ denote first, second, and third place in
column-wise scoring results, respectively (with other teams’ scores not included in the results).

FED-Conversation Persona-Chatlog
Deep AM-FM .12 .08
Agreeableness .27 .03
Style Matching .07 .08
Emotional Entropy -.07 .01
Empathy .11 -.01
Emotion Matching .03 -.01

Table 2: Evaluation on the two dialog level development data
sets. Reported Spearman ρ.

On the other hand, the alternative also suffers from simi-
lar concerns, namely that dialog systems may exhibit ex-
tremely limited variation in such traits. One could imagine
a similar situation to the so-called “Wall Street Journal ef-
fect” (i.e., part-of-speech taggers are only accurate when ap-
plied to language written by white men; Hovy and Søgaard
2015), where dialog system only converse like middle aged
white men. Within our proposed framework, dialog systems
should produce agents along a spectrum of such trait level
constructs.
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