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Abstract
Liars and truth-tellers often communicate differently. When tasked with writing deceptive text, humans
use prior knowledge and experiences to intentionally deceive their target. Automatically generated
text via large language models; LLMs, on the other hand, mirror training instances that are most
likely written by humans. In the case of content like reviews, automatically generated language is
inherently deceptive because the system is not grounded in material world experiences. In this paper,
we characterize differences between (a) truthful text written by humans, (b) intentionally deceptive
text written by humans, and (c) inherently deceptive text written by state-of-the-art language models
(ChatGPT). We examined the expression of thirteen psychologically grounded and fundamental human
traits (e.g., personality and empathy) across truthful and deceptive hotel reviews, finding that texts
written by humans were more diverse (had more variation) in their expressions of personality than texts
written by ChatGPT. Across all human traits we found that truthful and deceptive human language
was easier to distinguish from machine generated language. Building on these differences, we trained
a classifier using only the thirteen human traits to automatically discriminate between truthful and
deceptive language, with a classification AUC of up to 0.966. Thus, despite the fact that large language
models mirror text written by genuine (and truthful) humans, their lack of diversity in human traits
makes them easier to identify. These results suggest that psychologically grounded human traits offer a
robust feature set unaffected by the “human-ness” of LLM language, and further suggest that AI and
humans are behaviorally different when communicating about experiences.
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1. Introduction

Recent progress in natural language processing has led to the development of advanced large
language models (LLMs) such as LLaMa, GPT-3, and GPT-4. These models can generate high-
quality linguistic outputs that are often indistinguishable from those written by humans [1, 2, 3].
Even in their short time of mainstream popularity, Artificial Intelligence (AI) running LLMs have
had a considerable impact on content generation for everyday tasks [4], language translation [5],
and learning about human nature through the comparison of LLM outputs to human outputs.
For example, recent evidence suggests LLM moral judgment and decision-making are almost
perfectly aligned with humans [6] and classic psychology experiments (e.g., The Milgram
Experiment) have been replicated using LLMs as well [7]. Altogether, LLMs are remarkably
powerful at language generation and task completion, yet it is unclear how their linguistic
outputs compare to humans to reveal important social and psychological differences between
human and non-human communicators.

To this end, we draw on decades of social science research to understand how individual
differences (e.g., age, gender, personality traits) are revealed in language, and how such linguistic
signals differ depending on the communicator (AI vs. humans). We contextualize our work
by examining how individual differences in language can reveal when one is lying or telling
the truth. Individual differences are identifiable in human language [8, 9, 10] and they are also
critical in deception research (e.g., younger people tend to lie more than older people; men tend
to lie more prolifically than women) [11, 12, 13, 14], suggesting it is important to consider how
trait-level linguistic inferences can reveal honest and dishonest AI and humans.

This work contributes to our understanding of how AI language does and does not look like
human language. We examine the homogeneity of generated text on the basis of thirteen human
factors: two demographics (age and gender), empathy, five personality dimensions (openness,
conscientiousness, extraversion, agreeableness, and emotional stability), and five latent behavior
factors. These features are validated by demonstrating their viability for discriminating AI texts,
in the form of hotel reviews, from those written by humans. We further use these human factors
to automatically discriminate between truthful and deceptive reviews. To do this, we begin
by examining differences in the human factors distributions across AI-generated reviews (via
ChatGPT), truthful human reviews, and deceptive human reviews. Next, we train a classifier
to predict, out-of-sample, the label of “deceptive machine”, “truthful human”, and “deceptive
human”, to understand which human traits are most discriminative of AI and human texts.

2. Background

Researchers working to identify text differences between LLMs and humans have developed
several promising detection techniques, often examining social bots [15, 16], or automated com-
puter algorithms that generate posts and content on social media platforms. Modern techniques
for differentiating human language from AI language often focus on fingerprinting models via
watermarked outputs [17], statistical modeling of word use [18], neural net classifiers [19, 20],
and zero-shot classifiers built on other LLMs [21]. Fine-tuned solutions in particular have had
great success in binary classification settings [22, 19]. However, these methods are fragile



to changes in training datasets [23, 24], paraphrasing attacks [25, 26], and performance can
be specific to the target model [27]. Improvements seen in recent models with ever larger
parameter spaces further threaten the capabilities of current detection methodologies.

Among existing paradigms described in a recent survey of AI language detectors [28], our
work fits into black-box modeling where we are interested in the outputs of LLMs and not a
specific model’s contents or design. This allows us to focus on language differences between
human and AI texts rather than on the particular implementation details of models or detectors.
For example, works that studied chat environments have found that AI texts are on average less
verbose and less analytical [29] which can further lend to more difficult differentiation since
longer and more complex AI text is more easily identified by trained detectors [30].

Here, we look to researchers who have proposed using emotional, personality, and demo-
graphic cues to detect text generated by advanced language models. While LLMs can produce
grammatically correct and coherent text, they may struggle to capture the range of human
emotion and personality, which are key elements of natural language. Characterizing text
written by advanced language models using differences in emotional and personality cues is a
growing area of research. Sentiment analysis of bots have found they demonstrate low variance
in emotionality, personality, demographics, and positive emotional sentiments when compared
to human authors[31]. Giorgi et al. [32] examined the use of personality traits to detect text
generated by automated bots on Twitter, namely social spambots. The researchers used the Big
Five personality traits (openness, conscientiousness, extraversion, agreeableness, and emotional
stability) as a basis for analysis, and found that text from social spambots exhibited higher levels
of emotional stability and openness than text written by humans. Consistent across all findings
was, once again, highly biased language traits compared to more varied human speech.

AI-generated texts prompted to write positive language have been found to consistently
contain more positive emotional language, more adjectives, more analytic writing and be less
readable than human language [33]. Unlike humans, large language models tend to be neutral
by default and lack emotional expression. Other research has shown that ChatGPT contains
significantly less negative emotion, hate speech, punctuation implying subjective feelings, than
human-authored texts. Likewise, AI text also lacked purpose and readability [34, 35].

Generated language is additionally dissimilar to human language when viewed through the
lens of deception. Human authors tasked with writing fake hotel reviews intentionally deceive
their audience and pull on their prior knowledge and experiences in their texts. However, models
tasked with generating hotel reviews will mirror language typical in reviews, but they will
fundamentally deceive people when referring to the product they could not have engaged with.
For example, in one such generated hotel review, ChatGPT states “...The room was spacious,
clean, and had all the amenities I needed for a comfortable stay. The bed was comfortable and I
slept like a baby every night...”. Clearly, the AI and its language are misleading the reader in a text
scenario that would naturally include mention of personal experiences, however this system
is necessarily ungrounded in the material world. It therefore engages in inherent deception
because AI cannot have an experience like a human, but it can write like it did.

Next, we briefly review the deception and language literature—with a focus on individual
differences—to further ground our examination. We draw on this literature to demonstrate
that our key individual differences of interest (e.g., personality, gender, age) can not only be
extracted in natural language, but they are also directly relevant to deception research as well.



2.1. An Overview of Deception and Language Scholarship

A long history of deception research suggests liars communicate differently than truth-tellers
across a range of verbal dimensions [36]. For example, liars often use more negative emotion
terms than truth-tellers [37], liars tend to use fewer details than truth-tellers [38, 39], and liars
also communicate less about the self compared to truth-tellers [40, 41, 42]. To evaluate these
patterns, most deception research has used human language to determine how people lied
or told the truth, but recent work has also considered how texts from AI and LLMs can also
reveal deception as well [33]. That is, Markowitz and colleagues [33] had ChatGPT write hotel
reviews and compared the text to human-written reviews that were intentionally deceptive or
honest [43]. ChatGPT outputs, which were deemed inherently deceptive (e.g., a chatbot cannot
have an experience like staying at a hotel, even if it wrote like it did), were more affective and
less descriptive than humans who were deceptive. This work suggests AI and humans are
behaviorally different at the language level when communicating about experiences, and served
as a springboard for our investigation to examine how other characteristics linked to deception,
(e.g., individual differences) might be revealed in the language of AI and humans.

Indeed, human deception research finds that liars and truth-tellers are distinct across a range
of individual differences measures. Younger individuals and men tend to lie more than people
of other demographic groups [44, 13, 45], people who are high on aversive personality traits
(e.g., psychopathy, narcissism, Machiavellianism) tend to lie more than people who are low
on aversive personality traits [46, 12, 13], and Big 5 personality traits like extraversion predict
greater lying rates as well [47]. Therefore, individual differences matter in deception, making
it critical to understand how such traits can be approximated linguistically and the degree to
which such features can distinguish human from non-human communicators.

In sum, we used state-of-the-art NLP techniques to evaluate how individual differences
(e.g., age, gender, personality) can be revealed in language, and how such linguistic features
characterize inherently deceptive LLMs versus intentionally deceptive humans when writing
about experiences (e.g., staying at a hotel). This work has several nontrivial implications.
First, it is presently unclear how individual differences manifest in LLM outputs and thus,
we use a range of NLP techniques to identify the features that separate human and non-
human communicators at the language level. In parallel, we use extracted linguistic features
to provide one of the first studies to evaluate deception detection accuracy using human and
non-human language. The ability to detect deception is a natural question to consider following
feature extraction and therefore, we use the features from our previous empirical stages to
create a classifier that distinguishes inherent AI deception from intentional human deception
and truthful communication. The findings of this work can be immediately informative for
NLP and recommender systems research by offering feature types (e.g., individual differences
characteristics) and baseline detection accuracies across a range of models. This work may also
help certain organizations think about how to use NLP to curb the use of LLMs in contexts where
they prize genuine, human content generation (e.g., reviews on Yelp, TripAdvisor, Amazon etc.).



3. Data

The data set consists of both truthful and deceptive hotel reviews. The truthful reviews were
written by humans; the deceptive reviews were written by both machines (i.e., AI-generated
text) and humans, neither of whom stayed at the hotels.

The truthful hotel reviews (TruthH ) are from the data set collected by Ott et al. [43], where
reviews are collected from TripAdvisor from 20 hotels in Chicago, IL USA (see Appendix for list
of 20 hotels). For each hotel, 20 reviews were collected (400 total truthful reviews). Ott et al.
[43] manually preprocessed the reviews to ensure they were truthful and genuine.

The AI-generated reviews (𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒) were collected through the OpenAI API for ChatGPT-
3.5, for the same 20 hotels in Chicago, collecting 20 reviews for each hotel by independently
querying with the same prompt. The prompt sent to the API was “Write me a positive hotel
review for the <HOTEL> in Chicago. The review must be 120 words long.” The parameters
were– temperature: 1, frequency penalty: 2, and presence penalty: 1. These parameters gave
ChatGPT the best chance at producing diverse and creative responses. The number of words
in AI-generated positive deceptive reviews were 136.7 on an average, although the prompt
specified 120 words. We experimented with other settings, plus GPT-4. These tests are included
in the Appendix. The AI-generated reviews were collected for the present study.

Human deceptive reviews (DeceptH ) were collected by presenting the same prompts to
humans who wrote reviews for each of the 20 hotels. These reviews were also collected by
Ott et al. [43]. Thus, we collect 400 generated deceptive reviews from ChatGPT-3.5 and 400
deceptive reviews from humans, for a total of 1200 reviews.

4. Estimating Human Traits

We extracted 13 human traits from the reviews: two demographics (age, gender), five personality
traits (openness, conscientiousness, extraversion, agreeableness, emotional stability), empathy,
and five latent behaviors. Traits were developed in other work with details below.

4.1. Demographics

Age and gender were estimated using a predictive model built by Sap et al. [48]. This model was
trained on Twitter, Facebook, and blog data from over 70,000 people who self-reported their
age (continuous) and gender (binary female/male gender; multi-class gender was not available).
Unigrams were extracted from the social media posts and used within a penalized Ridge
regression (age) and a support vector classifier (gender). Out-of-sample prediction accuracy for
the age model was Pearson r = 0.86, while the gender model had an accuracy of 0.90. The gender
model, while trained to predict a binary gender, produces a continuous score, with negative
values being more “male” and positive values being more “female.”

4.2. Personality

Big 5 personality was estimated using the model by Park et al. [49]. This model was trained on
Facebook statuses to predict personality from over 66,000 people who reported their personality
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Figure 1: Density plots for all human traits: demographics and personality are in top row, while
empathy and the behavioral latent traits are in the bottom row.

via the International Personality Item Pool [50]. All items were on a 5 point likert scale and
the final personality dimensions were averages of all items within each trait (thus, a final
score between 1 and 5). A penalized ridge regression was trained on unigrams and Latent
Dirichlet Allocation (LDA) topics from the participants’ Facebook statuses. This model resulted
in out-of-sample prediction accuracies (Pearson r) of 0.43 (openness), 0.37 (conscientiousness),
0.42 (extraversion), 0.35 (agreeableness) and 0.35 (enotional stability).

4.3. Empathy

We used a model built to predict the Empathic Concern dimension (henceforth referred to
as empathy) [51] from the Interpersonal Reactivity Index [52] using a preexisting data set of
self-reported empathy and shared Facebook status updates [53, 54]. This model was trained
using a set of LDA topics (derived from the Facebook status updates) in a penalized ridge
regression model and resulted in an out-of-sample Pearson r of 0.26.

4.4. Behavioral Latent Dimensions

We used five behavioral latent dimensions (BLTs) estimated from approximately 50,000 users
who shared their Facebook status updates originally built by Kulkarni et al. [55]. Factors are
extracted via a factor analysis over ngram frequencies extracted from Facebook statuses. These
factors are used to model everyday human language and can be viewed as a data-driven, open
vocabulary analog to the five personality dimensions. These dimensions have been found to
be more generalizable than personality (i.e., they predict non-survey-based outcomes such as
income) and are stable across time and populations.



5. Methods

We first considered linguistic differences in human trait distributions, and then examined how
such traits discriminated between human and AI reviews via out-of-sample classification.

5.1. Human Trait Distributions

We visualized the distributions of all reviews via a kernel density estimate to understand
differences in means and variances. To formalize these differences, we ran a two-sample
Kolmogorov–Smirnov (KS) test between all pairs of reviews (𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs DeceptH , 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒
vs TruthH , and TruthH vs DeceptH ) which quantifies the distance between distributions. To
account for multiple comparisons, significance levels are Bonferroni corrected [56].

5.2. Classification

Next, we built classifiers that distinguished AI-generated hotel reviews from deceptive human-
generated (𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs DeceptH ), AI-generated reviews from truthful human-generated re-
views (𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs TruthH ), and truthful human reviews from deceptive human reviews
(TruthH vs DeceptH ). There are 800 observations for each model (e.g., 400 truthful human re-
views and 400 deceptive human reviews in TruthH vs DeceptH ). Finally, we evaluate a multiclass
classifier, where we attempt to distinguish all three types: TruthH , DeceptH , and 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒.
This model contains 1200 observations (400 for each class).

All feature representations were fit using a logistic regression model, as implented in Scikit-
learn [57], with an inverse regularization strength (𝐶) of 100,000 in order to approximate a ℓ0
penalty. Models were evaluated using 5-fold cross validation, where classes were stratified
across each fold. We report the Area under the ROC Curve (AUC) for each model, which varies
between 0 and 1, where a value of 0.5 is the result of random guessing. The multiclass classifier
is evaluated using the micro-average AUC. Human trait extraction and classification were all
done with the open source Python package DLATK [58].

6. Results

Figure 1 shows the density plots for each human trait. Across most traits, ChatGPT reviews
exhibited smaller variation (distributions were more peaked and less wide). ChatGPT reviews
were also higher in openness, emotional stability, empathy, and factors 1, 2 and 4 of the BLTs.
When comparing the human generated reviews (both deceptive and truthful, in dotted and
solid lines, respectively), both had a larger variation (wider distributions) and similar means,
suggesting that the human reviews, regardless of their intention, had similar human traits.

Table 1 shows the results of the KS test. Here, only empathy was significantly different
across TruthH vs DeceptH , quantifying what was shown in the distributions: human reviews,
regardless of their intention, are similar. When comparing 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 to the human text, results
show that 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 was closer to DeceptH (i.e., small KS distances) than TruthH across 11 out
of 13 human traits (A2). Therefore, deceptive human text is closer to truthful human text than
deceptive ChatGPT text (last two columns), but deceptive ChatGPT text is closer to deceptive



Table 1
KS Test results when comparing human trait distributions across each set of reviews. Bonferroni
corrected significance level: †𝑝 < 0.01, ‡𝑝 < 0.001; (𝑋) out of 5 component measures significant at
Bonferroni corrected p < 0.05.

Attribute 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs TruthH 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs DeceptH TruthH vs DeceptH

Demographics
Age 0.380‡ 0.355‡ 0.058
Gender 0.203‡ 0.205‡ 0.058

Personality
Openness 0.435‡ 0.338‡ 0.110
Conscientiousness 0.230‡ 0.158† 0.115
Extraversion 0.233‡ 0.180‡ 0.068
Agreeableness 0.238‡ 0.235‡ 0.050
Emotional Stability 0.243‡ 0.253‡ 0.068

Empathy 0.428‡ 0.280‡ 0.155†

Behavioral Latent Traits (Avg.) 0.245(4) 0.261(4) 0.104(2)

Table 2
Area under the ROC Curves (AUCs) for supervised binary and multiclass classification using the human
traits. The bold numbers indicate the best performance in each column.

Features 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs DeceptH 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs TruthH TruthH vs DeceptH Multiclass

Demographics 0.687 0.710 0.511 0.638
Personality 0.679 0.738 0.556 0.655
Empathy 0.663 0.746 0.566 0.650
Behavioral Latent Traits 0.879 0.910 0.670 0.801
All 0.925 0.966 0.678 0.798

human text than truthful human text (first two columns). Full results for the behavioral latent
traits are in Appendix Table A2.

Table 2 lists the classification accuracies (AUC) and shows similar results to the KS tests.
For each feature set (row), we see that the most difficult task is TruthH vs DeceptH , which
distinguishes between humans. This has an average AUC of 0.596 (across all human traits).
Next, we see that 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs DeceptH has the second highest AUC, with an average value
of 0.766 (again, across all human trait models). Finally, 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs TruthH has the highest
average AUC of 0.814. This may indicate that 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 is closer to DeceptH than TruthH and
that deceptive text, regardless of who or what created it, is different than truthful text.

The multiclass classifier attains the highest AUC for the Behavioral Latent Traits (AUC =
0.801) and all features combined (AUC = 0.798). This suggests that personality, empathy, and
demographics do not add additional predictive signal above the Behavioral Latent Traits. This is
not the case for the binary classifiers. Here the Behavioral Latent Traits are the most predictive
single class of features, but combining all feature sets results in a boost over the Behavioral
Latent Traits alone.



7. Conclusions

In this paper, we showed that human traits, represented in language, distinguish between
inherently deceptive ChatGPT texts, intentionally deceptive human texts, and truthful human
texts. ChatGPT was more limited in its expression of human traits with personality in particular
having very limited variations. In other words, recent versions of ChatGPT seem to produce
text equivalent to a median person for most traits, while for openness and emotional stability,
ChatGPT scored higher estimates in line with a positivity bias in LLMs [33]. Indeed, these results
also dovetail with previous research that found social spambots on Twitter to be extremely
limited in expressions of personality [32].

The results from our predictive analyses suggest psychologically grounded human traits are
able to accurately distinguish between deceptive and truthful humans (AUC = 0.678) as well as
deceptive machines and truthful humans (AUC = 0.966). Considering the drastically different
dimensionality of features based on psychological-theory (thirteen features) as compared to
more sophisticated feature sets (100s to 1000s of features; see Appendix), such psychologically-
grounded features with a rich history of empirical and qualitative work describing their meaning,
can offer an avenue of interpretability for distinguishing text from LLMs.

While we evaluated large language models using human traits, we do not mean to imply
that these systems are human and note that there are many risks when doing so. Personifying
and relating to automated systems may create transparency issues, which can be exasperated
by high stakes tasks; see Abercrombie et al. [59] for a detailed discussion. Furthermore, such
personifications may further propagate stereotypes, e.g., defaulting to female-gendered versus
ender-ambiguous systems [60]. The present work’s use of human traits shows that while these
systems do express reasonable values (e.g., an average estimated age of 35), there is a lack of
variance. In other words, the systems may look human, on average, but fail to express a range
or diversity of traits, thus highlighting their limitations.

Future work should continue to interrogate these approaches to compare how they might
perform in other tasks that involve human and non-human text classifications. It is important
for future work to consider different types of experiential text to identify how the results in
the current paper hold. Further, as LLMs continue to improve in their ability to approximate
human communication, future studies should examine classification accuracies against our
results to benchmark how models can discriminate between human and non-human texts that
are communicated honestly and dishonestly.
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Appendix

A. Hotel Data

The data collected by Ott et al. [43] used a list of 20 hotels in Chicago, IL USA. We use this
same list to query ChatGPT. The hotels are as follows: Affinia, Allegro, Amalfi, Ambassador,
Conrad, Fairmont, Hardrock, Hilton, Homewood, Hyatt, Intercontinental, James, Knickerbocker,
Monaco, Omni, Palmer, Sheraton, Sofitel, Swissotel, and Talbott.

B. Additional AI Generated Reviews

To test how ChatGPT generates hotel reviews with default API parameters that are not as
creative, we also prompt ChatGPT with a temperature of 1, frequency penalty of 0.0 and
presence penalty of 0.0 for the same prompts as 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒– we call this data set of 400 reviews
𝐶𝐺3𝑑𝑒𝑓. We also directly prompt the ChatGPT3.5 and ChatGPT4 GUI interface by prompting
with “Write me 20 positive hotel reviews for the <HOTEL> in Chicago. Each review must be
around 120 words long.” – the difference being that we directly prompt for the generation of
20 hotel reviews in a single query. The reviews in both the cases were much shorter than 120
words, with the average length of a review calculated to be 52.8 words for ChatGPT3.5 (𝐶𝐺3𝑠ℎ)
and 62.7 words for ChatGPT4 (𝐶𝐺4𝑠ℎ).

Table A1 shows that the default parameters for ChatGPT resulted in larger KS distances (i.e.,
the distributions are less similar), which is reasonable since ChatGPT’s default parameters are
designed to be less creative and more deterministic than settings used for 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒. GPT-4
produced the smallest KS distances, often showing distances similar to TruthH vs DeceptH ,
suggesting GPT-4 shows human traits more similar to actual human writing than ChatGPT.

Table A1
KS Test results when comparing 𝐶𝐺3𝑠ℎ, 𝐶𝐺4𝑠ℎ, 𝐶𝐺3𝑑𝑒𝑓 against truthful human (TruthH) text and deceptive
human (DeceptH) text. Bonferroni corrected significance level: ∗𝑝 < 0.05, †𝑝 < 0.01, ‡𝑝 < 0.001

Attribute 𝐶𝐺3𝑠ℎ v TH 𝐶𝐺3𝑠ℎ v DH 𝐶𝐺4𝑠ℎ v TH 𝐶𝐺4𝑠ℎ v DH 𝐶𝐺3𝑑𝑒𝑓 v TH 𝐶𝐺3𝑑𝑒𝑓 v DH

Demographics
Age 0.228‡ 0.208‡ 0.058 0.063 0.368‡ 0.330‡
Gender 0.078 0.108 0.073 0.073 0.280‡ 0.290‡

Personality
Openness 0.413‡ 0.313‡ 0.350‡ 0.248‡ 0.545‡ 0.448‡
Conscientiousness 0.280‡ 0.283‡ 0.273‡ 0.190‡ 0.258‡ 0.285‡
Extraversion 0.333‡ 0.289‡ 0.328‡ 0.283‡ 0.335‡ 0.288‡
Agreeableness 0.243‡ 0.273‡ 0.258‡ 0.283‡ 0.325‡ 0.325‡
Emotional Stability 0.375‡ 0.415‡ 0.243‡ 0.253‡ 0.275‡ 0.280‡

Empathy 0.660‡ 0.585‡ 0.185‡ 0.100 0.548‡ 0.423
Behavioral Latent Traits
BLT1 0.350‡ 0.305‡ 0.498‡ 0.450‡ 0.523‡ 0.478‡
BLT2 0.213‡ 0.198‡ 0.190‡ 0.208‡ 0.140∗ 0.143†
BLT3 0.075 0.123 0.108 0.078 0.118 0.160‡
BLT4 0.070 0.168‡ 0.093 0.113 0.238‡ 0.370‡
BLT5 0.195‡ 0.283‡ 0.073 0.123 0.145† 0.153†



Table A2
KS Test results for all Behavioral Latent Traits (BLTs) when comparing 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 against human text.
Bonferroni corrected significance level: ∗𝑝 < 0.05, †𝑝 < 0.01, ‡𝑝 < 0.001

Attribute 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs TruthH 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs DeceptH TruthH vs DeceptH

BLT1 0.595‡ 0.548‡ 0.070
BLT2 0.163‡ 0.155∗ 0.040
BLT3 0.108 0.110 0.098
BLT4 0.218‡ 0.355‡ 0.148†
BLT5 0.143† 0.138∗ 0.165∗

BLT (Average) 0.245 0.261 0.104

C. Predictive Baselines

Since each model was fit using a small number of features, chosen a priori, it is natural to wonder
how a larger, open vocabulary feature space would perform (e.g., contextual embeddings). Thus,
we considered several baselines to establish a predictive ceiling, which may reveal how difficult
this classification task is. These baselines included (a) n-grams: 1, 2 and 3-grams extracted from
the hotel reviews, (b) meta-linguistic features: the total number of unigrams per review and
the average unigram length, (c) Linguistic Inquiry and Word Count (LIWC) [61]: a manually
curated dictionary of 73 categories, and (d) contextual embeddings vias RoBERTA-large [62]:
embeddings are extracted from the penultimate hidden layer (1024 dimensions) of RoBERTA-
large for each review. The language model was not further finetuned to our data set, instead
the classifier was trained on the 1024 dimensions obtained from RoBERTA-large out of the box.
Again, a logistic regression model was used within a 5-fold cross validation framework. Table
A3 shows these results.

Table A3
Area under the ROC Curves (AUCs) for supervised binary classification using the baselines. The bold
numbers indicate the best performance in each column.

Features 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs DeceptH 𝐶𝐺3𝑐𝑟𝑒𝑎𝑡𝑖𝑣𝑒 vs TruthH TruthH vs DeceptH

Meta-linguistic 0.957 0.981 0.585
n-grams 0.998 0.998 0.826
LIWC 0.990 0.998 0.815
Roberta 0.998 0.999 0.959
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