INTRODUCTION

In the United States, excessive alcohol consumption is a serious public health problem. Estimates from the National Institute on Alcohol Abuse and Alcoholism (NIAAA, 2021) indicate that as many as 14.1 million adults have an alcohol use disorder (AUD) and around 26% of adults report engaging in binge drinking in the past month. Alcohol—a known addictive substance and carcinogen—can result in human morbidity and mortality (Baan et al., 2007). Alcohol abuse, dependence, and/or excessive consumption have specifically been linked to one’s likelihood to develop cancer or diabetes, suffer from diseases of the liver, pancreas, or heart (Burns & Teesson, 2002), be diagnosed with mental disorders (i.e., drug use, mood, and anxiety disorders; Lai et al., 2015; Rehm, 2011), and die early.

National data from 2011 to 2015 implicate excessive alcohol consumption as the cause of over 95,000 preventable American deaths; shortening the lifespans of those who died by on average 29 years (Esser et al., 2020). Due to the health and public cost (CDC, 2019a) of excessive drinking, federal and international agencies have increased their investment in research/practices that help identify and assist populations at risk for harmful alcohol consumption (Community Preventive Services Task Force, 2016; WHO, 2010).
Social media language offers a cost-effective way to potentially provide outreach to and study populations at-risk for AUDs or excessive alcohol consumption.

Transformers—a new technique for the automatic processing of language—have resulted in the unprecedented improvement of core Artificial Intelligence (AI) applications including language translation, web search, and automatic speech recognition (e.g., Siri or Alexa; Devlin et al., 2019; Rogers et al., 2020). Transformers have been found effective in processing social media language (Liu et al., 2019), but have rarely been used to understand health outcomes (Ganesan et al., 2021), especially in terms of excessive alcohol consumption. Here, we evaluate a modern transformer-based approach (which can not only identify words of interest but also uniquely captures word sense) referred to as "contextual embeddings," along with other more traditional language assessments based on word-counting methods (e.g., Linguistic Inquiry and Word Count [LIWC]; Tausczik & Pennebaker, 2010), to predict alcohol consumption from social media language.

Clinical approaches to identify people at-risk

Methods to identify individuals at-risk for AUDs or excessive drinking typically involve the use of self-report scales or clinical interviews (e.g., AUDADIS-5; Grant et al., 2015). Among the myriad of self-report scales used in research (T-ACE, TWEAK, MAST, etc.) two are widely used: the CAGE and the Alcohol Use Disorders Identification Test (AUDIT) (Connors & Volk, 2003). The CAGE questionnaire was first introduced by Mayfield et al. (1974) as a brief “sensitive alcoholism detector.” It has since been used to successfully screen for harmful alcohol use among general primary care, elderly, and high-risk (e.g., HIV infected) populations (Maisto et al., 1995; Samet et al., 2004). The CAGE is however less useful at identifying “gray drinkers” (Dawson & Grant, 2011) or those whose drinking falls below the diagnostic threshold for severe alcohol use. Due to the desire for a cross-culturally validated screen capable of effectively identifying both clinical and subclinical drinkers, the AUDIT was developed by the World Health Organization (Saunders et al., 1993).

The AUDIT has been widely administered in primary care and general population settings inside and outside the United States to identify subclinical at-risk drinkers as well as those suffering from AUDs (Moehring et al., 2019). To create a short screen comparable to the 4-item CAGE (Ewing, 1984), the first 3 (consumption) items from the original 10-item AUDIT were used to construct the AUDIT-C (Bush et al., 1998). Compared to the full AUDIT, the AUDIT-C is better able to identify heavy drinkers that may benefit from alcohol interventions and has been found to be equally effective in detecting active AUDs among men (Aertgeerts et al., 2001; Bush et al., 1998).

Of course, even administering a short scale like the AUDIT-C to a large group requires population access and funds. This reality has resulted in most published studies on alcohol use relying on either general population data from national surveys (BRFSS, NHIS, NESARC, NHANES, etc.; CDC, 2019b) or survey data collected on select sub-groups (adolescents, college students, veterans, patients, etc.) from public or private sites like schools, colleges, hospitals, or substance use treatment facilities. We propose an alternative to such traditional methods; use social media data to help identify individuals at-risk for excessive drinking/AUDs.

Advantages of using social media

In the last few years, social media platforms have not only been used for public health surveillance (Gittelman et al., 2015; Gruebner et al., 2017) but also been recommended as the "next generation" tool to recruit, screen, and provide interventions to health vulnerable individuals (Community Preventive Services Task Force, 2016; Pedersen & Kurz, 2016). For U.S. adults, Facebook (69%) is the second most widely used social media platform, with 74% of adults who use Facebook logging in at least once a day (Gramlich, 2019). Facebook has also been found to be a preferred platform for women, young adults, low-income teenagers/adults (Gramlich, 2019; Hargittai, 2020), and mobile phone users (Blank & Lutz, 2017). Twitter, though less popular among adults (only 22% report ever using it; Gramlich, 2019), is one of the few social media platforms with consistently more African American users (Hargittai, 2020). For these reasons, researchers interested in a cost-effective way to study health in the general public have turned to social media platforms such as Facebook and Twitter.

Social media language and “likes” have been used to predict various health phenomena including depression, hospital visits, low birth weight, obesity, and life expectancy (Eichstaedt et al., 2018; Gittelman et al., 2015; Guntuku et al., 2020). Facebook and Twitter language have also been connected to alcohol use behaviors, especially in relation to college students. Results indicate that college students who use more negative emotion words, swear words, and refer to alcohol in posts are more likely to have drank alcohol recently, report negative consequences as a result of drinking, score higher on the AUDIT, and experience alcohol cravings (Moreno et al., 2016; van Swol et al., 2020; Westgate et al., 2014). A follow-up study of AUD sufferers who completed a mobile intervention (Addiction-Comprehensive Health Enhancement Support System or A-CHESS) similarly found that swear, negative emotion, and inhibition words (like “stop” or “block”) used in forum posts predicted relapse at follow-up (Kornfield et al., 2018). One study using the abbreviated AUDIT-C measure likewise found swear words and references to nightlife/sporting events positively associated with AUDIT-C total scores and expressions of friendliness, family, school, and love negatively associated with AUDIT-C total scores (Marengo et al., 2019). However, this study relied only on a small number of participants (n = 296) and focused only on AUDIT-C total scores as opposed to the diagnostically preferred binary measure of AUDIT-C (where “positive” is a score of 3+ for women or 4+ for men; Bush et al., 1998).

Benefits of using social media data to examine alcohol risk in the general population versus simply administering the AUDIT-C...
include (1) data collection ease, (2) access to pre-event data, and (3) improved accuracy when gathering sensitive health data. In terms of data acquisition, having participants share their social media data is not only quick but also allows researchers access to, in many cases, years of data across the United States (Curtis et al., 2018) without any administrative overhead (i.e., no need to hire/train staff to collect or input survey data). Barring the use of publicly accessible social media data (e.g., Twitter data), participants must consent to share their media content—which can be done in seconds. The historic and generic nature of social media language data also provides one with pre-study/event alcohol use data in addition to data on a variety of stigmatized health problems comorbid with excessive drinking (e.g., depression; Eichstaedt et al., 2018) without adding self-report instruments that may promote participant burnout. Not relying on one’s self-reported substance use, but instead their everyday language patterns, reduces the error introduced by participants responding in socially desirable ways (Johnson & Fendrich, 2005). Even for longitudinal studies that use traditional survey instruments to assess hazardous drinking, social media data can be a valuable supplement to understanding the drinking risk levels of those who drop out of survey-based assessments.

Current study

An extension to early social media studies looking at the linguistic correlates associated with alcohol use behaviors, here we use binary AUDIT-C values (as opposed to the non-diagnostic, non-clinically relevant AUDIT-C total values used in prior research), the newest cutting-edge transformer methods (i.e., contextual embeddings), and Facebook data collected on a large sample (n = 3664) of respondents. Guided by a desire to support online identification and treatment efforts to reduce harmful drinking in the general population, we first focus on understanding if language can be used to predict excessive drinking and how different methods (traditional vs. new transformer-based approaches) used to process social media language can differentially predict alcohol risk. Based on previous research, we anticipate that language will be a fairly accurate predictor of excessive drinking with an area under the curve (AUC) value of around 0.6 to 0.7 (Eichstaedt et al., 2018; Guntuku et al., 2020). However, given that different methods of processing social media data treat language differently, we also expect to find differences in AUC estimates depending upon the technique used. To supplement these findings, for our best-fitting language model we further test how the quantity and timing of social media post data effect prediction. This is both a novel and practically relevant addition to the current study as it speaks to the data needs required for accurate predictions. Finally, to provide the linguistic insight we focus on the specific words or phrases that are associated with excessive drinking in our large sample of respondents. We expect to find positive associations between excessive drinking and negative emotion words, swear words, alcohol words, and/or references to nightlife/sporting events (Marengo et al., 2019; van Swol et al., 2020).

Materials and Methods

Data

This study was reviewed and approved by the Institutional Review Board at the University of Pennsylvania. Data for the current study come from Qualtrics surveys and Facebook. Participants (18 years or older) were recruited through the Qualtrics panel where they provided consent, completed an online survey, and were asked if they would be willing to share their Facebook data (i.e., “posts” or status updates originating from their own account) for research purposes. As part of a larger study, participants had the opportunity to take multiple surveys and were paid varying amounts depending upon the number of surveys they filled out. On average, participants were compensated $15/hour for questionnaire completion. Both datasets (Qualtrics and Facebook) are described in turn.

Qualtrics surveys completed online in 2017 (April 15, 2017 to June 28, 2017) and 2018 (March 14, 2018 to May 21, 2018) provided information on respondent demographics and health-related behaviors. Respondents who failed attention checks were dropped from the survey, resulting in an initial combined sample of 4739 people (2017 n = 3569; 2018 n = 1170). Given our focus on excessive drinking among men and women, only respondents with non-missing AUDIT-C scores and gender designations of “male” or “female” were retained (2017 n = 2768; 2018 n = 1166). A total of 65 respondents took both the 2017 and 2018 surveys; for these individuals, only their 2018 survey responses were used. This resulted in a combined survey sample N of 3869 (2017 n = 2703; 2018 n = 1166).

Qualtrics survey data were matched to the Facebook data shared by our survey respondents to create our language-based measures. Access to participants’ Facebook timeline data—including all public posts and posts only visible to friends—was made possible using Facebook’s Application Program Interface or API. Specifically, Qualtrics participants were asked to log into their Facebook accounts using their personal credentials. Once in, they were asked whether they wanted to allow our research application access to their data. For those who chose to “allow” (vs. “deny”) access, our application then used Facebook’s API to query all user-initiated timeline posts. To ensure adequate linguistic samples for language-based assessments (Kern et al., 2016), participants were retained only if their downloaded English posts totaled at least 500 words. This resulted in a final combined sample N of 3664 individuals who had usable social media language and self-reported survey data (2017 n = 2498; 2018 n = 1166).

Measures

Drinking behavior

Alcohol use behaviors are assessed using the 3-item AUDIT-C screen (Bush et al., 1998). Items ask one how often they drank an alcoholic beverage, how many standard drinks with alcohol they have
in a typical day, and how often they have had six or more drinks on a single occasion. AUDIT-C total scores are generated by summing responses; score total values range from “0” to “12.” For clinical purposes, AUDIT-C total scores can also be converted to binary scores which reflect one’s likelihood of engaging in harmful drinking or suffering from an AUD (1 = high-risk drinkers; 0 = low-risk drinkers). Threshold values differ by gender (i.e., high-risk drinkers = 4+ for men; 3+ for women). All results are based on binary AUDIT-C scores.

Demographics

Participants provided information on their age (in years), gender (male or female; other was also an option but “other gender” individuals were excluded from analyses), race/ethnicity (White, Black or African American, Hispanic or Latinx, Native American or American Indian, Other race), household income (annual estimates provided in U.S. dollars), and zip code (converted to U.S. regions). Demographics were used to characterize the study sample (see Table 1) and create the train/test datasets needed for classification estimation (see Section 2.3 for details).

<table>
<thead>
<tr>
<th>TABLE 1 Sample demographics (N = 3664)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M (SD)</td>
</tr>
<tr>
<td>Age (in years)</td>
</tr>
<tr>
<td>18 to 24 years</td>
</tr>
<tr>
<td>25 to 34 years</td>
</tr>
<tr>
<td>35 to 44 years</td>
</tr>
<tr>
<td>45 to 64 years</td>
</tr>
<tr>
<td>65 years or older</td>
</tr>
<tr>
<td>Gender (Female = 1)</td>
</tr>
<tr>
<td>Black or African American</td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
</tr>
<tr>
<td>Native American or American Indian</td>
</tr>
<tr>
<td>Other race</td>
</tr>
<tr>
<td>Annual household income (in dollars)</td>
</tr>
<tr>
<td>U.S. region</td>
</tr>
<tr>
<td>Northeast</td>
</tr>
<tr>
<td>Midwest</td>
</tr>
<tr>
<td>South</td>
</tr>
</tbody>
</table>

Note: Our sample of 3664 people includes only individuals with non-missing AUDIT-C values who identified as either “male” or “female” with usable Facebook data.

Language features

We used the Differential Language Analysis Toolkit (DLATK; Schwartz et al., 2017) to extract a set of language features (i.e., quantitative measures of language usage patterns) that have been found effective in past language-based assessments of human traits (Park et al., 2015) or states (Matero et al., 2019). These included: (a) words and phrases: counts the number of times words and phrases (i.e., two or three-word phrases like “take care” and “today is cold”) appear in posts or measures the relative frequency of words and short phrases2; (b) Latent Dirichlet Allocation (LDA) topics: language use is grouped into 2000 different clusters based on an empirically derived or data-driven modeling approach (Blei et al., 2003; Schwartz et al., 2013); (c) LIWC categories: groups words into 73 categories (21 linguistic, 41 psychological, 6 personal concern, and 5 informal language marker categories; for additional details see Pennebaker et al., 2015) which have been found to hold relevance for social and behavioral health (Tausczik & Pennebaker, 2010); (d) contextual embeddings: mathematical vector representations of language use patterns (1024 dimensions in size) using a state-of-the-art machine learning model called RoBERTa (Liu et al., 2019).

Compared to the more traditional language-based measures (a to c), contextual embeddings have gained popularity among computational psycholinguists over the past few years given their ability to differentiate word meaning using surrounding context words.
TABLE 2  Estimated accuracy of demographics and social media language in predicting excessive alcohol use based on AUDIT-C binary values

<table>
<thead>
<tr>
<th>Model</th>
<th>Area under the curve (AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age and gender</td>
<td>0.63</td>
</tr>
<tr>
<td>Words and phrases</td>
<td>0.67</td>
</tr>
<tr>
<td>LIWC categories</td>
<td>0.74</td>
</tr>
<tr>
<td>LDA topics</td>
<td>0.64</td>
</tr>
<tr>
<td>Three language features (words phrases, LIWC, LDA)</td>
<td>0.67</td>
</tr>
<tr>
<td>Contextual embeddings</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Note: “Words and Phrases” model includes the count of words, bigrams, or trigrams as predictors (e.g., individual words along with groupings of two or three words that are used in a daily language like “happy birthday” or “see you later”). The words and phrases model applies a frequency occurrence filter of 0.05, specifying that only words/phrases used at least 5% of the time are to be included in analyses. LIWC and LDA stand for “Linguistic Inquiry and Word Count” and “Latent Dirichlet Allocation,” respectively. For the “Contextual Embeddings” model we extracted features from layer 23 of RoBERTa-large. To allow for model comparisons, separate train and test datasets were used. This table shows the AUC generated on our test set sample (n = 400).

For example, contextual embeddings are capable of representing the different uses of the word “bank” in the following sentences by attending to context words (e.g., “river” and “check”); (1) I went walking to the river bank and (2) I am depositing a check at the bank. Previous approaches were not easily able to pick up on word sense (Wang et al., 2020). Additionally, the use of contextual embeddings has improved prediction performance for word-level (e.g., a word’s part of speech), document-level (e.g., the sentiment/tone within a document), and human-level (e.g., demographics or mental health) outcomes (Akbik et al., 2019; Ganesan et al., 2021; Matero et al., 2019; Trușcă et al., 2020).

**Prediction models**

Before running our prediction models, we first had to split our data into mutually exclusive train and test sets. Doing so decreases the likelihood that our results will be artificially inflated because the observations that the model is trained on are separate from the data we test on. To be eligible for either the train or test set individuals needed to have non-missing demographic and health-relevant data. The use of a test set in which observations that the model is trained on are separate from the data we test on is critical to show how varying the cutoff point/threshold value impacts the model’s ability to detect a true positive (i.e., a high-risk drinker who would be classified as such by the AUDIT-C and the model) and false positive (i.e., a low-risk drinker according to the AUDIT-C whom the model identified as a high-risk drinker). In addition, for our best-fitting language model, we calculated the AUC as a function of social media language data using participant posts from the past 30, 180, and 365 days. The decision to use data from multiple time periods was to ascertain whether more recent and/or larger volumes of language data improved model predictions. Analogous to many survey scales which ask about health behaviors, we selected the past 30 days to represent the “past month” and 365 days to represent the “past year”; the past 180 days (about 6 months) were also included as a mid-point value.

**Assessing language correlates**

Interested in the language associated with high-risk drinkers and low-risk drinkers several word clouds were generated and reviewed for content. Language features—specifically words and phrases, LDA topics, and LIWC categories—were correlated with our binary AUDIT-C variable. Correlation coefficient (r) ranges were provided for all clouds. For LDA topic and LIWC category clouds, top word groupings (with Benjamini-Hochberg correction applied for multiple comparisons) are shown along with magnitude and significance statistics (i.e., r and p-values).

**RESULTS**

As noted in Table 1, our study participants were on average 43 years old, primarily White, and slightly more likely to be male (see table for details). Additionally, most participants indicated they had some education/professional training beyond high school (74%) and around half were currently employed at the time of the survey (51%).
In terms of our binary AUDIT-C measure, around 27% of our sample fell into our “high-risk drinkers” group while the rest were classified as “low-risk drinkers” (73%). Comparing AUDIT-C status to two other drinking items included in our surveys for a measure validity check, we found that high-risk drinkers reported more work-days (high risk: $M = 1.82$, $SD = 1.49$; low risk: $M = 0.15$, $SD = 0.46$) and weekdays (high risk: $M = 2.07$, $SD = 1.37$; low risk: $M = 0.23$, $SD = 0.58$) in which they drank alcohol compared to low-risk drinkers (both weekday and workday drinking were rated using a response scale of 0 to 4 days).

Using social media language to predict high-risk drinkers

The results of our prediction models utilizing different language features are summarized in Table 2. Looking at the AUC between our logistic regression models, we find that using the contextual embeddings extracted from the RoBERTa-large model (layer 23) performs the best (Liu et al., 2019). These embeddings are 1024-dimensional representations of aggregated language use from each person (average of all their word use). Compared to our other language features (AUC range: 0.64 to 0.74), our contextual embeddings model has the highest AUC at 0.75. This means that our model has a 75% chance of correctly differentiating between a true positive and false positive. The ROC curve for our contextual embeddings model is plotted in Figure 1 to highlight the trade-off between model sensitivity and specificity. For comparison, we also include the ROC curve for the 10-item Cohen perceived stress measure (Cohen, 1988; Cohen et al., 1983). As shown, our language-based contextual embeddings model does a better job at predicting at-risk/high-risk drinking than simply using a participant’s self-reported stress to predict drinking vulnerability.

For our contextual embeddings model, we also conducted some additional analyses (see Table 3) to understand whether the amount of social media data used made a meaningful difference in AUC estimates. Instead of using the entirety of one’s shared post data (as done in Table 2), this time we restricted post data to include only user-initiated posts from the past 30, 180, and 365 days. As expected, we see an improvement in AUC each time we include more language history, yielding an AUC of 0.55 to 0.64 depending on the amount of language history leveraged to represent each person. Still, even when using 1 year of historical data, the AUC performance of our contextual embeddings model only matches our worst language model in Table 2 (LDA) which is reliant on the complete posting history of respondents.

What language tells us about high-risk and low-risk drinkers

Social media language associated with high-risk drinker status includes partying/going out references (e.g., “bar,” “party,” and “night”), informal words (e.g., “dude,” “wanna,” and “gonna”), swear
words (e.g., “fuck,” “shit,” and “ass”), and alcohol or drinking words (e.g., “beer,” “drinking,” and “wine”). By contrast, low-risk drinking status is associated with religious language (e.g., “prayers,” “jesus,” and “god”), relational references (e.g., “families,” “them,” and “those who”), future-oriented verbs (e.g., “will”), and conjunctions (e.g., “and”). These words and phrases shown in Figure 2 provide a general overview of the linguistic differences based on drinking status and are supplemented with insights provided by LIWC categories and LDA topics.

Figure 3 shows the top LIWC categories and LDA topics significantly (all \( p < 0.0001 \)) correlated with high-risk drinking status and low-risk drinking status based on AUDIT-C threshold benchmarks.

TABLE 3 Predicting excessive alcohol use based on AUDIT-C binary values using truncated language data history

<table>
<thead>
<tr>
<th>Data amount</th>
<th>Area under the curve (AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 days</td>
<td>0.55</td>
</tr>
<tr>
<td>180 days</td>
<td>0.62</td>
</tr>
<tr>
<td>365 days</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Note: Demonstrates the performance of the contextual embeddings model when not using all data (as in Table 2). Uses only language or post data from the past 30, 180, and 365 days.

The top LIWC categories associated with high-risk drinking include informal, swear, sexual, anger, and netspeak categories (see Figure 3 for examples of LIWC words within each category; \( r = 0.147 \) to 0.116). Though not shown, LIWC’s negative emotions category (e.g., “miss,” “bad,” “hate,” “lost,” and “hell”; \( r = 0.095; p < 0.0001 \)) was also associated with high-risk drinking status. The top LDA topics associated with high-risk drinking include drinking (e.g., “beer,” “drinking,” “cold,” and “pong”), swear (e.g., “shit,” “fuck,” “ass,” and “bullshit”), informal (e.g., “tryin,” “ain’t,” “lookin,” and “runnin”), partying (e.g., “tonight,” “party,” “partying,” and “rockin”), and slang (“chick,” “dude,” and “lmao”) topics (\( r \) range = 0.195 to 0.124).

For low-risk drinking status, the top LIWC categories (determined by correlation value) were religion, they, social, conjunction, and affiliation (see Figure 3 for examples of LIWC words within each category; \( r = 0.113 \) to 0.092). LIWC’s future focus category (e.g., “will,” “going,” “then,” “hope,” and “may”; \( r = 0.049; p = 0.0108 \)) though not shown in Figure 3 was also significantly associated with low-risk drinking status. Finally, the top LDA topics related to low-risk drinking status all focused on religion or faith (\( r = 0.134 \) to 0.108). There were multiple mentions of “god,” “jesus,” or “christ” across these topics along with words such as “prayer” and “blessed”; one topic also included mentions of the family (e.g., “daughter” and “family”). Our dominant LIWC categories and LDA topics remained

FIGURE 2 Word clouds showing the most correlated and frequent words and phrases used by individuals who are at risk for AUDs/hazardous drinking (i.e., high risk drinkers) and those who engage in low-risk drinking. Font size is indicative of correlation strength (i.e., larger words are more correlated with our drinking outcome), whereas font color symbolizes word frequency in which high-frequency words are in red, moderate-frequency words are in blue, and low-frequency words are in gray. Word clouds were generated using a frequency occurrence filter set at 0.1 (only uses the words/phrases which occur at least 10% of the time), a pmi, or pointwise mutual information of 3.0 (filters phrases/multigram features based on how commonly they appear), and by only selecting individuals whose posts have used at least 1000 words. This yielded the above word clouds, which were based on 10,904 language features collected from a total of 3392 individuals.
substantively similar even after controlling for age and gender (see descriptive text for Figure 3).

**DISCUSSION**

Social media data serves as a readily available, rich, and under-tapped resource to understand important public health problems, including excessive alcohol use. This study focused on determining whether language can be used to predict high-risk drinking (i.e., harmful drinking/likelihood of AUDs) according to AUDIT-C benchmarks and the specific language markers (words/phrases) that are associated with both high- and low-risk drinkers. Study findings support the use of Facebook language to help identify probable alcohol vulnerable populations in need of follow-up assessments or interventions, and note multiple language markers (informal words, religion words, etc.) that describe individuals in high/low alcohol risk groups.

When testing multiple language-based models that used participants’ full post history, we found that our contextual embeddings model was most accurate or best able to differentiate high- and

---

**FIGURE 3** Top five LIWC categories and LDA topics associated with at-risk AUDs/hazardous drinking (i.e., high-risk drinking; blue clouds) or low-risk drinking behaviors (red clouds). Font size indicates the relative prevalence of the word within the category or topic. Categories and topics are presented in descending order (i.e., strongest correlations first). At the bottom of each column, the correlation range and p-values for the presented categories/topics are noted. If the correlation magnitude was identical between two stacked categories or topics, they were marked with an asterisk (*). LIWC categories were based on 73 features, LDA topics based on 2000 features (all estimated on the message data of 3392 individuals). Controlling for age and gender did not result in substantive changes in any of the LDA topics and only resulted in one LIWC category shift for “low-risk drinking.” That is, with the additional controls, LIWC’s function category (including words such as “the,” “to,” “I,” “and,” “a,” and “you”) nudged out affiliation as a top five category although affiliation remained statistically significant ($p = 0.0021$).
low-risk drinkers classified using the AUDIT-C. The contextual embeddings model outperformed models trained on traditional language features of words and phrases, LIWC categories, LDA topics, or all three feature sets combined—in addition to our age and gender and Cohen stress models. This is likely due to the sophisticated nature of a contextual embeddings model which considers not only the words but also their meaning in context (Wang et al., 2020). The fact that such models are indeed newer to the field of psycholinguistics also explains why our AUC of 0.75 exceeded the AUC values anticipated (0.6 to 0.7) based on prior literature (Eichstaedt et al., 2018; Guntuku et al., 2020). Limiting the amount of Facebook language data to only user-initiated posts in the past 30, 180, and 365 days did however correspond to a drop in predictive accuracy for our contextual embeddings model (AUC range: 0.54 to 0.64). This indicates that, when possible, using all available language data is better than only using more recent language data.

Consistent with prior studies (Kornfield et al., 2018; Marengo et al., 2019; Moreno et al., 2016; van Swol et al., 2020), we also found that high-risk drinkers not only talk more about drinking alcohol or partying going out but they also use more informal and swear language. Our general word clouds, along with our top LIWC categories and LDA topics, echo this finding. Importantly, informal and swear language are represented differently in LIWC versus LDA groupings (see Figure 3). For example, high-risk drinkers using informal language relied on more internet/netspeak abbreviations (e.g., "lol," "fb," and ":)") when looking at top LIWC categories but more slang (e.g., "chick" or "lmao") or colloquial words (e.g., "cuz" or "ain't") when looking at top LDA topics. For high-risk drinkers using swear language, we saw multiple top LIWC categories (swear, sexual, and anger) including the word "fuck" while the top LDA swear cloud grouped that word and its variants (e.g., "fucking" and "fucked") along with other swear words like "ass," "bitch," and "bullshit" into one cloud. These differences highlight the utility of presenting both LIWC categories and LDA topics. They also suggest that when using LIWC categories, one must look beyond the category name to understand how the words subsumed within the category are being used (e.g., "sexual" category words being used to swear).

The language correlates of high-risk drinking also map onto studies examining risk factors for excessive alcohol consumption. For example, considering "behavioral under control" (Slutske et al., 2002), one could view swear words (including LIWC's sexual or anger category words) and partying going out words as potential linguistic markers of an impulsive or sensation-seeking individual. Likewise, at the neighborhood level, we know that a greater concentration of alcohol outlets (Duncan et al., 2002; Slutske et al., 2016) is tied to greater alcohol consumption. To the extent that alcohol place-based references (e.g., "bar") are indicative of greater community alcohol access, having more spaces to drink does seem to be a key factor to consider and surveil (WHO, 2010) when trying to understand harmful or clinical alcohol use. In the absence of geo-located post data, we can only speculate on the significance of neighborhood drinking establishments. Future work however may consider collecting such data to better understand hazardous drinking within neighborhoods.
using contextual embeddings-based approaches to process these data. For those that consent, Facebook social media language can be used to identify, monitor, or garner pre-enrollment alcohol risk data. Researchers and clinicians can use social media data to understand current risk levels, as well as risk levels before and after an individual is diagnosed or treated for a substance use disorder; even for participants who have no baseline survey or clinical data available. In addition to excessive alcohol use, prior work has validated that these same data can also be used to create measures of comorbid health conditions (e.g., depression) without any extra effort by the participant. Social media language analyses can thus provide one with a non-self-report multi-marker signal of alcohol vulnerability. These data can also be used to capture changes in individual health experiences over time. Though here we used a one-time data pull, in future work researchers may choose to ask participants to consent to a long-term data share plan eliminating the need to re-contact participants for updated alcohol assessments. For highly transient or vulnerable populations where sustained participant engagement is rare and drop-out common, initially asking participants to consent to a social media language data share may improve the chance of getting future alcohol risk data while helping better understand those who drop out. Furthermore, language correlates associated with low/high-risk drinkers ("bar," "beer," "party," "god," etc.) in the present study may be used for public health campaigns and outreach. One way this could occur is using an individual’s social media language to determine their alcohol risk level in real-time based on the frequency of words or phrases associated with high- or low-risk drinkers. An individual’s alcohol risk level, along with other profile elements (gender, age, etc.), might then be used to determine the volume and content of preventative public health messaging. How best to deliver confidential and equitable messages or treatment over social media platforms or popular intervention apps remains an open area of study.

A few limitations exist in the present study. First, our participants were recruited from Qualtrics and are not a nationally representative sample. Compared to the 2018 U.S. adult population, our participants reported a lower annual income and were less diverse albeit similar in terms of age and sex (Census, 2019). Also, as a Qualtrics panel was used, we do not have any information on participants who declined our study. Second, we did not have clinically validated alcohol disorder data on our participants. Such data would have served as the ideal comparison to our contextual embeddings ROC curve but, in its absence, we used survey-reported Cohen stress scores. As mentioned, the response scale for the Cohen stress measure was slightly different from the standard response scale and thus additional adjustments were made to recode all values along a 5-point response scale (see Materials and Methods section). The need for such an adjustment may have introduced some imprecision into the Cohen stress ROC curve (Figure 1). However, given the vast difference in performance between both lines, the overall conclusion of the contextual embeddings model being superior remains immutable. Third, our analyses only included adult participants who agreed to share their Facebook language data, posted in English, and had a sufficient word count (1000 words). As such, our findings do not generalize to all Facebook users, non-English populations, or individuals with sparse posting histories. Moreover, as most of our participants are White and middle-aged, our findings may also not generalize to younger or more diverse populations at-risk for hazardous drinking. Finally, all results are specific to the AUDIT-C. Given the popularity of the CAGE (Connors & Volk, 2003; Ewing, 1984; Mayfield et al., 1974), future studies may also consider examining the predictive accuracy and language correlates associated with the CAGE instrument.

In the United States, adults use social media regularly to connect and communicate with others (Gramlich, 2019). Serving in many ways as a digital “diary” people may share their thoughts, feelings, interests, and beliefs in their posts. For researchers and clinicians interested in gaining insight into the drinking behavior of a diverse array of Americans, the language data stored within social media sites like Facebook serve as a low-cost treasure trove. In the present study, using shared Facebook post data, we are able to predict with a relatively high degree of accuracy an individual’s self-reported AUDIT-C classification. Future studies can thus consider using social media language as a pre-screening tool to recruit diverse or hard-to-reach participants (Pedersen & Kurz, 2016) into studies in which more comprehensive alcohol assessments or interventions are made available. A strength of the present study was our use of the AUDIT-C, a measure meant to flag potential clinical and subclinical drinkers. More attention should be paid to subclinical drinkers as they remain a vulnerable and understudied subgroup (Dawson & Grant, 2011). What we write and the words we choose are not random but serve as signals of wellbeing (Pennebaker et al., 2003; Tausczik & Pennebaker, 2010). Social media language, therefore, offers great promise in addressing the historic problem of alcohol morbidity and mortality in the United States (Baan et al., 2007; NIAAA, 2021).
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ENDNOTES

1 Potential participants are recruited into Qualtrics panels most often from different market research panels. To avoid self-selection bias, emailed survey invitations do not mention the survey content (Qualtrics, 2014).

2 Due to the vast number of features included in our “words and phrases” measure, a filter was applied such that only those words and/or phrases used by at least a 5% of participants were included. This adjustment both reduces the noise (error) in this relative language measure and improves the computational efficiency of our analyses.
After filtering we are left with 37,977 distinct language features across all our participants.

3 In addition to standard demographics (age, race, gender, educational attainment, income, and employment status) participants needed complete data on several alcohol use measures (days of alcohol use during the weekday/workday and number of unhealthy drinking days in the past year) and other health measures. Health measures included multiple items from the Behavioral Risk Factor Surveillance System or BRFSS survey (frequency of days where physical/mental health was “not good,” frequency of days in which usual activities were missed, and frequency of social support; CDC, 2020) along with items capturing the frequency one missed work/an activity for health reasons, incidence of high blood pressure, and self-reported general health. A few people were excluded from the train sample as they were missing responses to the unhealthy drinking days (n = 79) item.

4 Contextual embeddings are significantly more accurate (p < 0.01) than LIWC which has the second highest AUC value of 0.74.

5 Most people (71%) who use Facebook regularly are willing to share their Facebook data for research purposes (Padrez et al., 2016).
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