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Study Recruitment

Participants were recruited online via the Qualtrics Panel
as part of a larger national survey on mental health, sub-
stance use, and COVID-19. To qualify, consenting partici-
pants must be 18 years or older, U.S. residents, and Face-
book users. To ensure they are active Facebook users, par-
ticipants must have posted at least 500 words across their
lifetime status updates and posted at least 5 posts within the
past 180 days to be included in the study (Eichstaedt et al.
2021). 2,796 participants finished an initial survey, includ-
ing questions about socio-demographics, and physical and
mental health (e.g., depression, stress, and life satisfaction).
This pool of participants has been used to study loneliness
and alcohol use (Bragard et al. 2022) and COVID-related
victimization (Tao et al. 2023). The study received approval
from the Institutional Review Board at our institution.

After completing this survey, participants were in-
vited to install the open-source mobile sensing application
AWARE (Ferreira, Kostakos, and Dey 2015; Nishiyama
et al. 2020) on their mobile phones. This application col-
lects mobile sensor information (e.g., movement, app usage,
and keystroke data). A total of 300 participants installed and
ran the AWARE app for 30 days. Keystroke data is only
available for Android users (N = 192), thus we excluded
108 iPhone users. We only consider the Google, Verizon,
and Samsung messaging apps as our keystroke text mes-
saging sources, hereafter referred to as SMS data. 69 users
who wrote less than 500 words within the 30-day study pe-
riod were further excluded. Finally, since the models used
in this study are trained on monolingual English, 3 partic-
ipants were removed due to mostly Spanish status updates.
Thus, 120 participants entered our data analysis (M(SD)age
= 36.46 (9.74), range: 18-65-year-old; 69% female; the high-
est level of education: 57% have four-year Bachelor’s degree
or higher; household income: 49% > $60, 000).
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Text Based Measures
Age and Gender We applied an age and gender predictive
lexica (Sap et al. 2014) built over a set of Facebook users
who self-disclosed age and gender and shared their Face-
book status updates. The final model predicted age with a
Pearson r = 0.86 and and binary gender with an accuracy =
0.90.

Depression This model (Schwartz et al. 2017) was built
on roughly 28,000 Facebook users who consented to share
their Facebook data and answered the depression facet of
neuroticism in the “Big 5” personality inventory, a 100-item
personality questionnaire (the International Personality Item
Pool proxy to the NEO-PI-R (Goldberg et al. 1999)). This
model resulted in a prediction accuracy (Pearson r) of 0.386.
Please see the original paper for full details. The RoBERTa-
based model has a 10-fold cross-validation predictive accu-
racy of Pearson r = 0.36.

Life Satisfaction This model was built on roughly 2,700
Facebook users who consented to share their Facebook data
and answered a life satisfaction questionnaire (see Cantril’s
Ladder below; Jaidka et al. 2020). The model was built us-
ing a set of 2,000 LDA topics and produced a prediction
accuracy of Pearson r = 0.26. The RoBERTa-based models
have a 10-fold cross-validation predictive accuracy of Pear-
son r = 0.29.

Stress Similar to the depression and life satisfaction mod-
els, the stress model (Guntuku et al. 2019) was built over
a set of Facebook users who answered Cohen’s Perceived
Stress inventory (see description below). Again, 2,000 LDA
topics were used as features in a 10-fold cross-validation
setup. The final model’s accuracy was Pearson r = 0.31. The
RoBERTa-based models have a 10-fold cross-validation pre-
dictive accuracy of Pearson r = 0.33.

Survey Based Measures
Depression Frequency of depression symptoms in the past
two weeks are accessed via the 9-item Patient Health Ques-
tionnaire (PHQ-9; Kroenke, Spitzer, and Williams 2001;



e.g., “Little interest or pleasure in doing things”) with re-
sponse options ranged from 0 (Not at All) to 3 (Nearly Ev-
eryday).

Life Satisfaction Life satisfaction is measured via
Cantril’s Ladder, which asks respondents to identify their
current step on a ladder with steps numbered from zero at
the bottom to 10 at the top, with the top representing the
the best possible life, and the zero representing vice versa
(Cantril 1965).

Stress Stress is measured by Cohen’s Perceived Stress
Scale (PSS; Cohen, Kamarck, and Mermelstein 1983). A
sample item is “In the last month, how often have you been
upset because of something that happened unexpectedly?”
Response options ranged from 0 (Never) to 4 (Very often).

Keystroke Data and Text Cleaning
The AWARE mobile sensing app logs each non-password
keystroke on Android phones across all apps (e.g., text
messages and search engine entries). These logs are stored
one character at a time and include modifications such as
deletions and auto-correct. For example, if a user searched
“Talyor Swift” in a search engine, AWARE would log sep-
arate database entries for “T”, “Ta”, “Tal”, etc. If the same
user misspelled “Talyor” while typing, AWARE would also
log the misspelling and the delete key; for example “T”,
“Ta”, “Tai”, “Ta” (i.e., a backspace occurred), “Tal”, etc.
This presents a unique challenge when dealing with possi-
bly sensitive information.

While the main goal of cleaning Personal Identifiable In-
formation (PII) is to enable non-trusted sources to access
the collected data by removing PII, a secondary goal is to
replace the PII with a tag indicating what kind of data has
been removed to allow deeper analysis. Basic cleaning of
each string was done in several stages. The first was to re-
move PII data that was structurally identified by the device
itself as either a password field or a phone number. The
second stage was to use spaCy’s Name Entity Recognizer
(NER) and to replace all flagged entities with their category
label. The third stage was to check against a list of common
data formats using regular expressions using a modified ver-
sion of CommonRegex1. We noted that these category labels
were ignored by our tokenizer and not used in the down-
stream analyses in the present study.

Cleaning keystroke data which changes 1 character at a
time; however, contains an extra challenge over standard
complete string cleaning. Detection of partial PII data that
doesn’t yet match a known form (but will eventually) is re-
quired. We accomplished this by rolling future data back
through the previous data in two stages. The first stage was
that, each time when the completion of a new token at the
end of a string was detected, we applied the replacement in-
formation, or lack thereof, back through the previous strings
until the beginning of that token (there may be incomplete
tokens which match NER that were not necessary to replace
based on subsequent characters). This allowed us to clean
data that might be removed via deletion before the entry is

1https://github.com/madisonmay/CommonRegex

complete. The second stage was once the whole entry was
complete, we rolled all of the changed data back through all
of the incomplete string items for this entry. This involved
overlaying data replacement item information for individual
strings that were wholly contained by the completed entry
information, or where the replacement data fields only over-
lap, merging the possible replacement item information to-
gether to create a compound tag. This process was executed
automatically on the study data, with no human interven-
tion, so as to minimize the risk of leaking sensitive informa-
tion. Finally, we noted that while we collected full keystroke
data, only the final text data which was sent via SMS was
analyzed (i.e., no partial text messages are considered).

Word Cloud Visualization
Figure 1 shows the 1-to-3 grams associated with each plat-
form, visualized as a word cloud.

Figure 1: 1-to-3 grams most correlated with Facebook vs.
SMS, statistically significant at p < 0.05 after Benjamini-
Hochberg FDR correction. Cohen’s d = effect size mea-
suring Facebook vs. SMS differences. N-grams size: larger
more distinguishing; darkness: darker more frequent. Angle
brackets: spaCy annotated named entities (e.g., <work of
art>: titles of books, songs, etc).
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