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Abstract

In recent years, the proliferation of chatbots
like ChatGPT and Claude has led to an increas-
ing volume of AI-generated text. While the text
itself is convincingly coherent and human-like,
the variety of expressed of human attributes
may still be limited. Using theoretical individ-
ual differences, the fundamental psychologi-
cal traits which distinguish people, this study
reveals a distinctive characteristic of such con-
tent: AI-generations exhibit remarkably limited
variation in inferrable psychological traits com-
pared to human-authored texts. We present
a review and study across multiple datasets
spanning various domains. We find that AI-
generated text consistently models the author-
ship of an "average" human with such little
variation that, on aggregate, it is clearly distin-
guishable from human-written texts using un-
supervised methods (i.e., without using ground
truth labels). Our results show that (1) funda-
mental human traits are able to accurately dis-
tinguish human- and machine-generated text
and (2) current generation capabilities fail to
capture a diverse range of human traits.

1 Introduction

Modern large language models (LLMs; e.g.,
LLaMA and GPT4) can produce coherent, gram-
matically sound, and human-like text. These mod-
els can also take on human personas (Jiang et al.,
2024), reproduce human-like biases (Aher et al.,
2023), and may be able to pass a Turing test (Jones
and Bergen, 2024). As such, these models are
being deployed in real-world situations, such as tu-
toring (García-Méndez et al., 2024), serving as syn-
thetic patients for training therapists (Wang et al.,
2024), and replacing humans in crowdsourcing
tasks (Dillion et al., 2023).

These advances have also driven an increase in
machine-generated text. While LLMs can be used

* equal contribution

Figure 1: Humans express a range of psychological
traits (or human factors) through language. While LLMs
and spambots produce fluent text, the psychological
traits they express tend to average out across all dimen-
sions, which is uncharacteristic of humans.

for innocuous tasks (generating a cover letter for an
employment application) they can also be used with
malicious intent, such as for phishing attacks, spam-
ming, and disinformation (Crothers et al., 2023).
Thus, machine-generated text presents a significant
problem for cybersecurity and other social and po-
litical contexts.

Despite their human-like generations, there is
mounting evidence that LLMs express a limited
range of humanness. LLMs have been shown to
reflect Western norms (Havaldar et al., 2023), lean
politically left (Feng et al., 2023), and fail to reflect
opinions of many sociodemographic groups (San-
turkar et al., 2023; Giorgi et al., 2024). In particular,
these models are known to generate text according
to the average of their training data (i.e., predict the
most probable next token), and thus reflect average
values and beliefs (Johnson et al., 2022).

Against this backdrop, the current work lever-
ages the limited diversity in human-like expres-
sions to identify machine-generated text. This is
done through the lens of individual differences
(which we call Human Factors), or fundamental
psychological traits (such as personality) known to
distinguish people and their outcomes (Caspi et al.,
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Figure 2: Kernel Density Estimate plot for Agreeableness, a Big-5 Personality trait across various NLP models over
the years over multiple domains. Although recent developments seem to have improved AI-generated texts’ capacity
to display more variability in Agreeableness trait, AI-generated texts are still distinguishable from human-generated
texts when analyzing multiple such human traits together. KS: two-sample Kolmogorov-Smirnov statistic for a
two-sided test; ** : p-value < 0.001.

1997; Perlman et al., 2009; Attig et al., 2017; An-
glim et al., 2020). Using preexisting, “off-the-shelf”
machine learning models, we estimate individual
differences across human- and machine-generated
text, representing each text as a small number of
interpretable features (e.g., age, personality, and
empathy). Across several datasets, ranging from
social media bots to academic essays, we see that
machine generated text shows a lack of variance
in expressed individual differences. Leveraging
this lack of variation, these features are then clus-
tered using unsupervised methods (i.e., with no
human/machine label). Cluster labels are then used
to classify the text as machine or human generated.
These results show that interpretable, psycholog-
ically informed features can be used to identify
machine generated text, but also shed light on cur-
rent text generation capabilities and their lack of
diversity in psychological traits.

2 Related Work

Recent LLM research has extensively focused on
distinguishing machine-generated text from human
writing. Some studies have considered linguistic
patterns such as sentence lengths, lexical varia-
tions, and richness of vocabulary (Muñoz-Ortiz
et al., 2023). Conversely, some prior works focused
on emotions (Huang et al., 2023), cultural varia-
tions (Havaldar et al., 2023; Das et al., 2024), and
psychological factors such as personality (Jiang
et al., 2024), and psychometric inventories (Pellert
et al., 2024). LLMs have been shown to exhibit
an ecological fallacy by treating individual text se-
quences as independent samples rather than consid-
ering the broader context of authorship (Soni et al.,
2024), resulting in an averaged representation of
writing styles (Johnson et al., 2022) and personali-
ties (Huang et al., 2024) from their training data.

Prior work has leveraged this lack of variance
in LLMs-generated text in tasks like authorship
attribution in the realm of human versus machine
generated texts (Mitchell et al., 2023; Sadasivan
et al., 2023; Hu et al., 2023), differentiating human
versus bot language (Giorgi et al., 2021). In this
study, we further build on past works to show that
psychological features can help identify machine
generated text.

3 Data

We estimate human factors across four datasets of
human/machine text, which span a range of do-
mains and LLMs. Two of the datasets have been
used in past work incorporating human factors
(summarized here) and the remaining two appli-
cations are novel. All datasets used were collected
from previous works and our contribution is the
application of our methods to these domains. Table
1 summarizes all datasets.

Twitter Spambots This dataset consists of 2,913
genuine (human) Twitter accounts and 2,913 spam-
bots originally collected by Cresci et al. (2017) and
analyzed for human traits by Giorgi et al. (2021).1

These spambots are known as social spambots and
differ from traditional bots in that they intentionally
try to emulate real humans (Ferrara et al., 2016).2

Hotel Reviews This dataset consists of 400 hu-
man and 400 machine generated hotel reviews from

1Unsupervised classification results using human factors
can be found in Giorgi et al. (2021) This dataset is included
here to summarize previous work and show how the human
factors of machine generated text has evolved over time.

2Social media bot accounts are understood to be a mixture
of humans (as malicious or unfaithful actors), machines, and
human-machine hybrids, and therefore their outputs are not
considered purely “machine generations”. For this study, we
consider social media bots to be non-genuine humans and
distinct from real humans, thus closer to machine generations.
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Name Domain LLMs Humans:LLMs Citation

Academic Essays English Essays GPT-3.5-Turbo, GPT-4o, GPT-4o-
mini, Gemini-1.5, Llama-3.1 (8B),
Phi-3.5-mini and Claude-3.5

1145:1224 Chowdhury et al. (2025)

Arabic Essays GPT-3.5-Turbo, GPT-4o, GPT-4o-
mini, Gemini-1.5, Llama-3.1 (8B),
Phi-3.5-mini and Claude-3.5

1864:1858 Chowdhury et al. (2025)

Hotel Reviews Hotel Reviews GPT4 400:400 Markowitz et al. (2024)

RAID Abstracts GPT4 1966:1966 Dugan et al. (2024)
Books GPT4 1981:1981 Dugan et al. (2024)
News GPT4 1980:1980 Dugan et al. (2024)
Social Media GPT4 1979:1979 Dugan et al. (2024)
Movie reviews GPT4 1143:1143 Dugan et al. (2024)
Wiki GPT4 1979:1979 Dugan et al. (2024)

Table 1: Dataset description. The sample size of each dataset is denoted as the ratio of the number of documents
written by humans to those written by LLMs (Humans:LLMs).

20 hotels in Chicago, US (Markowitz et al., 2024).
The human reviews were collected from TripAd-
visor and the machine reviews were generated by
GPT4. The human dataset was collected by Ott
et al. (2011) and all texts were analyzed for human
traits by Giorgi et al. (2023).

Academic Essays This dataset consists of
3,722 English academic essays and 2,369 Ara-
bic academic essays written by humans and ma-
chines (Chowdhury et al., 2025). For machine lan-
guage, seven different open and closed LLMs were
used. For this dataset, both human and LLM En-
glish essays were provided alongside Arabic essays.
Before running human trait inference all Arabic es-
says were translated into English using the Google
Translate API.

RAID This is a benchmark dataset for machine-
generated text detection, which includes 6 mil-
lion generations across 11 models and 11 do-
mains (Dugan et al., 2024). Because our human
factor models were trained on social media data,
we dropped domains that we believed were least
similar to social media language: recipes, poetry,
and code. We also dropped non-English texts. Due
to space limitations, we only consider GPT4, with a
greedy decoding strategy and no repetition penalty.

4 Methods

We proceed in three steps: (1) estimate human
factors from text, (2) visualize the human factor
distributions, and (3) cluster the human factors us-
ing unsupervised methods (i.e., clustering with no
ground truth) to assign human/machine labels. The
DLATK package (Schwartz et al., 2017) is used for
both human factor estimation and clustering.

4.1 Estimating Human Factors

All human factors are estimated from English text
using pre-existing models. High-level details are
below, with further details in Appendix A.

Demographics. Age and gender were predicted
using a social media-based model trained on uni-
grams (Sap et al., 2014), achieving high accuracy
(product moment correlation = 0.86 for age, 90%
accuracy for gender), with gender predictions being
output as a continuous score.

Personality. Big Five personality traits (open-
ness, conscientiousness, extraversion, agreeable-
ness, and emotional stability) were predicted by a
Ridge regression model trained on annotated Face-
book statuses (Park et al., 2015), with prediction
accuracies (product moment correlation) ranging
from 0.35 to 0.43 across the five traits.

Empathy. Empathy was predicted using a Ridge
regression model trained on Facebook data and
LDA topics, achieving an out-of-sample product
moment correlation of r = 0.26 (Yaden et al., 2023).

Behavioral Linguistic Traits (BLTs). Behavior-
based Linguistic Traits were introduced by Kulka-
rni et al. (2018) as a new set of five human traits
derived from unprompted language use on social
media through factor analysis of Facebook n-grams.
It offers a language-based and open-vocabulary al-
ternative to personality.

4.2 Human Factor Distributions

Here we plot the density distribution of the hu-
man factors, for both human and machine gen-
erations, to visually inspect distributional differ-
ences, as past work has shown that humans and
machines differ on these human factors (Giorgi
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Domain Personality Empathy Behavioral Linguistic Traits Demographics

Ope Con Ext Agr Emo F1 F2 F3 F4 F5 Age Gender

RAID
Abstracts .18∗∗∗ .13∗∗∗ .05∗ .06∗∗ .06∗∗ .22∗∗∗ .05∗∗ .07∗∗∗ .18∗∗∗ .31∗∗∗ .25∗∗∗ .05∗∗ .29∗∗∗

Books .31∗∗∗ .10∗∗∗ .09∗∗∗ .26∗∗∗ .18∗∗∗ .11∗∗∗ .07∗∗∗ .05∗ .55∗∗∗ .31∗∗∗ .20∗∗∗ .07∗∗∗ .16∗∗∗

News .34∗∗∗ .05∗ .04∗ .13∗∗∗ .07∗∗∗ .11∗∗∗ .05∗ .08∗∗∗ .48∗∗∗ .22∗∗∗ .09∗∗∗ .16∗∗∗ .18∗∗∗

Reddit .36∗∗∗ .13∗∗∗ .14∗∗∗ .13∗∗∗ .09∗∗∗ .13∗∗∗ .16∗∗∗ .07∗∗∗ .48∗∗∗ .31∗∗∗ .06∗∗∗ .10∗∗∗ .25∗∗∗

Reviews .42∗∗∗ .22∗∗∗ .20∗∗∗ .13∗∗∗ .15∗∗∗ .17∗∗∗ .08∗∗∗ .04 .50∗∗∗ .55∗∗∗ .28∗∗∗ .13∗∗∗ .41∗∗∗

Wiki .30∗∗∗ .08∗∗∗ .05∗ .12∗∗∗ .03 .07∗∗∗ .09∗∗∗ .09∗∗∗ .41∗∗∗ .11∗∗∗ .13∗∗∗ .15∗∗∗ .12∗∗∗

Table 2: Kolmogorov-Smirnov test comparing the human and GPT4 distributions across all RAID domains.
Benjamini-Hochberg corrected significance levels: ∗∗∗ p < 0.001, ∗∗ p < 0.01, ∗ p < 0.05.

et al., 2023). For both the Twitter Spambot and
Hotel Reviews datasets, past work has shown that
humans exhibit a larger variation in human traits
(wider distributions), while machines tend to have
less variance but still exhibit a human-like range in
values (e.g., the “age” of social spambots are still
within an acceptance human-like range, with no
negative values or extreme outliers). We also per-
form a Kolmogorov-Smirnov test, a non-parametric
statistical test, across the human and machine dis-
tributions to assess whether they differ.

4.3 Unsupervised Classification

The 13 estimated human factors from the texts are
then clustered into two clusters, since we are con-
cerned with human/machine binary classification
and each dataset has roughly a 50/50 split of hu-
man/machine text. We use spectral clustering with
radial basis function (RBF) kernel for capturing the
concentric geometry akin to Figure 2 but across
13 human factors. Spectral clustering was used
with a gamma parameter of 0.5 with 2 dimensions
used to calculate the spectral embedding. The affin-

 Movie Reviews

NewsSocial Media
        (Reddit)

Human                AI

Wiki Books

Abstracts

Figure 3: Plot of each human (red) and AI (blue) doc-
ument in 2-D using spectral embeddings. In reduced
dimensions, we see a separation between the human and
GPT4 generated text in the RAID dataset.

ity matrix was constructed considering 10 nearest
neighbors. Clusters were assigned with column-
pivoted QR factorization.

For labeling as human/machine, the intra-cluster
spread is calculated for cluster by averaging the
distance of all the points from the cluster’s center.
The cluster with the higher intra-cluster spread has
higher variability in the human traits – and hence is
more likely to contain human-written text. All texts
in this cluster are labeled as human (0) and all texts
from the other cluster are assigned a machine label
(1). All labels are thus assigned in a completely
unsupervised fashion (without the use of ground
truth human/machine labels).

Baseline For a baseline comparison, we extract
unigrams from each dataset, encode them via their
relative frequency within each document, and con-
sider the 10,000 most frequent unigrams. We then
project the 10,000 unigrams down to 13 dimen-

13-D Proj.
Unigrams

13 Human
Factors

All Unigrams
(Upper Bound)

F1 Prec Rec F1 Prec Rec F1

Hotel Reviews .55 .64 .49 .59 .60 .58 .56
Acad. Essays
English .52 .52 .52 .78 .71 .87 .52
Arabic .55 .55 .54 .63 .58 .70 .52

RAID
Abstracts .62 .61 .64 .65 .48 .98 .87
Books .49 .46 .53 .66 .63 .69 .75
News .51 .50 .52 .68 .58 .80 .68
Reddit .27 .50 .18 .65 .50 1.00 .35
Reviews .54 .52 .56 .81 .75 .89 .84
Wiki .50 .53 .46 .54 .53 .56 .86

Table 3: Classification metrics for Unsupervised clas-
sification of machine-text for all the tasks. To make a
fair comparison the 10,000 unigrams were projected to
13 dimensions using a random linear projection. The F1
score with all the unigrams as input is given in the right-
most column, as an upper-bound. Bold represents the
higher F1 among 13-D unigrams and 13 human factors,
and underline represents 13 features performing better
than the full set of unigrams.
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Demog. Empathy Pers. BLTs
13

Human
Factors

Hotel Reviews .52 .43 .54 .59 .59
Acad. Essays
English .41 .40 .66 .74 .78
Arabic .50 .49 .54 .59 .63

RAID
Abstracts .57 .41 .53 .34 .65
Books .50 .54 .62 .65 .66
News .49 .45 .56 .68 .68
Reddit .55 .64 .66 .52 .65
Reviews .54 .55 .56 .81 .81
Wiki .54 .50 .50 .45 .54

Table 4: F1 scores for classification for the Human Fac-
tors separately: demographics (demog.), empathy, per-
sonality (pers.), and behavioral linguistic traits (BLTs).

sions, using a random linear transformation. This
was done (1) since unigrams were used as input
when estimating the human factors (and thus all
methods begin with similar raw linguistic informa-
tion), (2) to keep in number of input features iden-
tical to the number of human factors, and (3) since
the human factors (e.g., personality) were histori-
cally derived via an empirical factor analysis (i.e.,
a linear transformation; Roccas et al., 2002). These
13 dimensions are also similarly clustered and la-
beled as described in §4.3. We also consider a
non-transformed version of the unigrams and clus-
ter all 10,000 unigram frequencies. We consider
this baseline a rough upper bound on classification
accuracy (since it uses more features) and is thus
able to better learn cluster differences as compared
to the 13 human factors.

5 Results

Distributions In Figure 2 we show the distribu-
tion of agreeableness across each dataset. We see
that machine text (blue) has much smaller variation
than human (red) text across multiple domains and
models. Table 2 shows the full results of a two-
sample Kolmogorov-Smirnov test for the RAID
dataset, where we find that the human and machine
distributions statistically differ for each domain.

Unsupervised Classification Performance Fig-
ure 3 shows that the spectral embedding space of
human factors produces a clear separation between
human and machine text across several domains in
RAID. Of these, Wiki seems to be the most difficult
domain for Human Factors to differentiate machine-
generated texts, indicated by low separation in the
human and machine text. This is likely because the
dataset consists of Wikipedia articles, which are
crowd-sourced from multiple authors. This could

lend Wikipedia articles an averaged voice that we
usually find in machine-generated texts.

Table 3 shows the unsupervised classification
results for all datasets. For both Hotel Reviews and
Academic Essays, the Human Factors outperform
both the reduced unigram factors and the full set
of 10,000 unigrams. In RAID, Human Factors out-
perform reduced unigram factors across all the do-
mains, and the full unigram feature set outperforms
the Human Factors on all but one domain: Reddit.
We note that the 13 Human Factors were trained on
social media data and, thus, these models may gen-
eralize to Reddit more than other domains in RAID.
Table 4 shows the results for each dataset broken
down by specific human factors. Here we see both
personality and BLTs generally outperforming all
other Human Factors. However, inclusion of all
the Human Factors generally yields the best perfor-
mance across all the domains.

The results show that the human factors are a
meaningful factorization of the language and, in
some cases, this factorization contains more infor-
mation than the 10,000 raw linguistic features.

6 Conclusions

We have shown that individual differences — fun-
damental psychological traits that distinguish hu-
mans — can also distinguish humans from ma-
chines. Unlike human traits, the values for these di-
mensions are so consistently average for machines,
that it is unusual for a person to have them. Specif-
ically, across multiple bots and generative LLMs,
datasets, and domains, machine-generated text ex-
hibits smaller variations in expressed human factors
than human-generated text. This enables unsuper-
vised classifiers using a handful of interpretable
features (those that can theoretically distinguish
people) to distinguish bots from people well be-
yond baseline models.These results also give in-
sight into how current generation methods, such
as LLMs aligned with RLHF, generate human-like
text that nonetheless lacks a diverse range of hu-
man traits. This dovetails with a growing line of
research showing that LLMs fail to generate di-
verse cultural values, beliefs, and attitudes (Hovy
and Yang, 2021; Havaldar et al., 2023). These
weaknesses underscore limitations in training data
quality and generation methods as well as the op-
portunities for integrating psychological theories
of individual differences to improve LLMs.
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8 Limitations

There are several limitations of this study. First,
we only consider English text, as our human factor
models are all trained on English data. This lim-
its their application and, in the case of translating
other languages to English (as we did with Arabic),
this assumes that linguistic expressions of human
factors are invariant across cultures, which they
are not (Smith et al., 2016). Similarly, the human
factor models were all trained on social media data
and thus may not generalize to other domains (such
as reviews and academic essays). Next, some of
the human trait models have lower predictive accu-
racy (with product moment correlation in the range
of 0.26 to 0.43). While these accuracies are near
state-of-the-art within their respective domains, low
accuracies could produce more noisy estimates, es-
pecially when models are applied out of domain.
Finally, the demographic model only considers bi-
nary expressions of gender as male/female, which
may incorrectly characterize non-binary authors.

9 Ethical Considerations

Depending on the setting a classifier is deployed
in, misclassifications of human and machine gen-
erated text could be high risk. For example, label-
ing genuine academic essays as machine generated
may have serious negative repercussions for stu-
dents and researchers. It has already been shown
that current detection methods are biased against
non-native speakers (Liang et al., 2023). Similarly,
mislabeling social media bots as human users could
enhance the trust and accessibility given to bot ac-
counts used to spread disinformation or hate.

It is crucial to avoid anthropomorphizing LLMs,
as doing so can create challenges with transparency
and trust, particularly in high-stakes scenarios (see
Abercrombie et al. (2023) for a detailed discussion).
While we propose evaluation metrics based on hu-
man psychology, this does not imply that these
systems resemble humans, should be perceived as
human, or are human.
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A Further Details on Human Factor
Estimation

To estimate each human factor, we extract the re-
quired linguistic features for each document in
each dataset. All of the models listed below use
some combination of 1-, 2-, and 3-grams (encoded
as relative frequencies) and a set of 2,000 LDA
topics. The LDA topics were derived in previous
work (Schwartz et al., 2013). Topic loads in this
work are calculated via a weighted sum of unigram
frequencies, where weights were derived via the
LDA process (i.e., the conditional probability of
the topic given the unigram). We then apply the
trained human factor models (e.g., Ridge regression
for personality or a factor reduction for Behavioral
Linguistic Factors) to the extracted features, pro-
ducing 13 human factor scores for each document.

Demographics Age and gender were predicted
using a model developed by Sap et al. (2014).
This model was trained on data from over 70,000
users of Twitter, Facebook, and blogs, who self-
reported their age (continuous) and gender (binary
male/female; multi-class gender data was unavail-
able). Unigrams were extracted from social media
posts, which were then used in penalized Ridge
regression for age prediction and a support vec-
tor classifier for gender prediction. The model
achieved a product moment correlation of r = 0.86
for age and an accuracy of 90% for gender. Al-
though the gender model was designed to predict
binary outcomes, it produces a continuous score,
where negative values align with “male” and posi-
tive values with “female.”

Personality Personality traits were assessed us-
ing a model by Park et al. (2015), trained on Face-
book status updates from over 66,000 individuals
who reported their personality via the International
Personality Item Pool (Goldberg et al., 2006). Re-
sponses were recorded on a 5-point Likert scale,
with trait scores calculated as averages of corre-
sponding items, resulting in final scores ranging
from 1 to 5. The model employed penalized Ridge
regression using 1-, 2-, and 3-grams and Latent
Dirichlet Allocation (LDA) topics derived from the
posts. Out-of-sample prediction accuracies (prod-
uct moment correlations) were 0.43 for openness,
0.37 for conscientiousness, 0.42 for extraversion,
0.35 for agreeableness, and 0.35 for emotional sta-
bility.

Empathy Empathic Concern (referred to as em-
pathy) was predicted using a model trained on data
from the Interpersonal Reactivity Index (Davis,
1983) combined with Facebook status updates from
prior datasets (Yaden et al., 2023; Abdul-Mageed
et al., 2017). LDA topics derived from the posts
were incorporated into a penalized Ridge regres-
sion model, yielding an out-of-sample product mo-
ment correlation of r = 0.26.

Behavioral Linguistic Factors Behavioral Lin-
guistic Factors were estimated using a dataset
of Facebook status updates from approximately
50,000 users, leveraging a model originally devel-
oped by (Kulkarni et al., 2018). N-gram frequen-
cies (1-, 2-, and 3-grams) from these updates un-
derwent factor analysis to derive the dimensions,
which serve as a data-driven, open-vocabulary ana-
log to the Big Five personality traits. These di-
mensions have demonstrated broader applicability,
predicting outcomes such as income, and have been
shown to be stable across time and diverse popula-
tions.
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